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> Editorial

Liebe Leserinnen, liebe Leser,

die 30. FKTG Fachtagung ist schon vor vier Wochen
zu Ende gegangen und wir sind immer noch tber-
wadltigt von den vielen Eindricken aus den Vortrd-
gen, Diskussionsrunden und persénlichen Gesprd-
chen. Allen Teilnehmenden, Vortragenden und
Mitarbeitenden, die zu diesem gelungenen Event
beigetragen haben, gilt unser besonderer Dank.
Diese Ausgabe erhdlt einen detailreichen Ruck-
blick auf alle drei Tage mit ihren vielseitigen The-
men, die praktisch das gesamte Branchenspekt-
rum abgebildet haben. Mehr dazu ab Seite 59.

Im Rahmen der Fachtagung haben wir auch das
FKTG-Journal als neues digitales Mitgliedermaga-
zin und Online-Publikationsplattform nochmals
vorgestellt. Zudem haben wir aktiv das Gespréich
mit Mitgliedern, Hochschulen und Foérderfirmen
gesucht. Denn klar ist: Die Weiterentwicklung un-
serer neuen Publikation kann nur gemeinsam ge-
schehen.

Mit dem FKTG-Journal wollen wir, ebenso wie mit
unseren Prdsenz- und Online-Veranstaltungen,
Verbreitung von Fachwissen und den Austausch
von neuesten Erkenntnissen in der Medientechno-
logie aus Forschung, Entwicklung und Anwendung
férdern und damit eine der Kernaufgaben der
FKTG als gemeinnUtziger Branchenorganisation
erfullen.

FKTG Journal

Damit diese neue Kommunikations- und Wissens-
plattform wdéchst, sind wir auf Ihre Mitarbeit ange-
wiesen. Wir laden Sie herzlich dazu ein, in lhrem
Umfeld auf die Méglichkeiten einer Publikation im
FKTG-Journal zu informieren und geeignete Pro-
jekte oder Arbeiten fur die Veréffentlichung vorzu-
schlagen. Wir freuen uns darauf, neue Stimmen
und Perspektiven in unserem Journal zu présen-
tieren.

Zu guter Letzt méchten wir die Gelegenheit auch
nutzen, um zwei neue Team-Mitglieder vorzustel-
len, die kunftig die Geschicke der FKTG Gesell-
schaft fur elektronische Medien e.V. und der FMS
FKTG Medien und Services GmbH lenken werden.
Beide Gesichter sind Besuchern der Fachtagung
bereits bekannt. Né&heres doazu finden Sie auf
Seite 72.

Wir winschen Ihnen eine spannende Lekture.

Fragen, Wunsche und Anregungen senden Sie
bitte an redaktion@fktg-journal.de.

Wir freuen uns auf lhre Nachrichten und wun-
schen viel Spal beim Stébern und Entdecken auch
auf der Online-Ausgabe fktg-journal.de.

Herzlichst

Prof. Dr. Rainer Schdéfer, Sonja Langhans,
Jurgen Burghardt, Angela Blinger,
Dr. Eckhard Stoll, Prof. Dr. Stephan Breide
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am 3. Juni 2024 (Bild: Ralph Zahnder)
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> Santiago Solanas wird neuer CEO von Dalet

Mit fortschrittlichen Cloud-Native-, KI- und Automatisierungsliésungen ei-
ner der Vordenker und filhrenden Anbieter im Bereich News, Media & Enter-

tainment sowie Sport-Content sein.

Santiago Solanas (Quelle: Dolet)

Santiago Solanas wird neuer Chief Executive Of-
ficer (CEO) von Dalet. Solanas verflgt bereits tber
rund 30 Jahre Erfahrung bei fihrenden Technol-
gieunternehmen, darunter Cisco, Sage, Oracle,
IBM, und Microsoft. Als CEO der Grupo Primavera,
einem Anbieter von Business-Management-Soft-
ware, leitete er zuletzt die erfolgreiche Akquisition,

FKTG Journal
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Integration und Weiterentwicklung von 15 Unter-
nehmen.

Das Ziel von Dalet unter der neuen FUhrung sei es
weiterhin, mit fortschrittlichen Cloud-Native-, KI-
und Automatisierungslésungen einer der Vorden-
ker und fihrenden Anbieter im Bereich News, Me-
dia & Entertainment sowie Sport-Content zu sein,
heilt es in einer aktuellen Veroéffentlichung. Diese
Mission baue auf Dalets besténdiger, mehrjéhriger
Geschdftsdynamik auf. Solanas habe sich auler-
dem der Férderung starker FUhrungswerte ver-
schrieben und lasse sich dabei von seinem per-
sénlichen Leben als Vater von funf Téchtern inspi-
rieren.

Zusatzlich zu seiner Rolle als CEO wird Solanas
auch als Investor und Vorstandsmitglied von Dalet
tétig sein. Der bisherige CEO Carl Farrell bleibt im
Dalet-Vorstand und soll so Kontinuit&t und strate-
gische Fihrung gewdhrleisten.

dalet.com
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> Deutscher Kamerapreis 2024:

Ehrenpreis fur Rainer Klausmann

Der Ehrenpreis des Deutschen Kamerapreises geht 2024 an den Schweizer

Bildgestalter Rainer Klausmann, der bis heute rund 60 Film- und Fernseh-

produktionen in Europa und den USA vorgelegt hat.

Geschichten statt Technik

In seiner Begrindung zum Ehrenpreis schreibt das
zustéindige Kuratorium: »Die Werke von Rainer
Klausmann haben weitreichende Spuren hinter-
lassen, die Uber die Grenzen des Kinos hinausrei-
chen. Seine kunstlerische Hingabe, sein techni-
sches Kénnen und seine Fdhigkeit, Geschichten
mit visueller Brillanz zu erz&hlen, haben das Ge-
sicht des modernen Films geprdgt.«

Laut Rainer Klausmann gibt es zwei Arten von Ka-
meraleuten: »Die von der Optik nach hinten den-
ken und die von der Optik nach vorne denken.« Die
nach hinten denken, kimmerten sich um Kamera,
Licht, Drohnen usw. Er kenne die Techniker, mit de-
nen er zusammenarbeite seit 20 Jahren. »Wir ver-
trauen uns. Ich sage ihnen, welche Lichtstimmung
ich mir wansche, und sie leuchten die Szene so
aus, wie sie mir gefdllt. Aber wie die Lampen hei-
Ren und wie stark sie sind, das weif ich nicht. Ich
interessiere mich nicht fur die Technik, ich interes-
siere mich fur die Geschichten.«

Rainer Klausmann beim Manaki Brlder Festival in

Bitola, Nordmazedonien am 17. September 2019
(Bild: Paul Katzenberger, Wikimedia Commons, CC BY-SA 4)
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Vita und Preise von Rainer Klausmann

Der ausgebildete Komera-Assistent startete seine
Karriere in den 1970er Jahren und arbeitete schon
frh mit Regisseur Werner Herzog zusammen, u. a.
bei Projekten wie »Fitzcarraldo«. Ab 1981 war er als
freischaffender Kameramann tétig und schuf zu-
sammen mit namhaften Regisseuren zahlreiche
Filme, darunter Fatih Akins Berlinale-Gewinner
»Gegen die Wand«. Seit 2018 ist Klausmann Mit-
glied der Academy of Motion Picture Arts and
Sciences.

Der 75-jéhrige Schweizer aus dem Kanton Aargau
ist vielfach prédmiert, unter anderem wurde er fur
seine Arbeit in »Ausgerechnet Zoé« mit dem Adolf-
Grimme-Preis ausgezeichnet, mit dem Bayeri-
schen Filmpreis fur »Das Experiment« von Oliver
Hirschbiegel. Fir »Gegen die Wand« gewann er
neben dem Deutschen Kamerapreis auch die Lola.
Er wirkte an den Filmen »Der Baader-Meinhof-
Komplex« oder »Der Untergang« mit. Auch far
»Solino« und die Bella Block-Reihe stand er hinter
der Kamera. Klausmann lebt heute in Zarich und
auf Mallorca.

34. Deutscher Kamerapreis

Die Preisverleihung

zum 34. Deutschen
querqpreis fand DEUTSCHER AMERAPRE|S
am 24. Mai 2024 in

K6éIn unter Feder-

Bild: © WDR

fuhrung des West-
deutschen Rundfunks statt. Nominiert waren 29
Kameraleute und Filmeditorinnen und -editoren
mit Produktionen in den Kategorien Fiktion Kino,
Fiktion Screen, Kurzfilm, Information und Kultur,
Doku Kino, Doku Screen und Nachwuchspreis.
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> Dr. Eckhard Stoll promoviert Gber die

Automation von Mehrkameraaufzeichnungen

Hochauflésende Kameras vereinfachen Mehrkameraaufzeichnungen von

Theaterauffliihrungen oder anderen Blihnendarbietungen fiir Laien.

Dr. Eckhard Stoll (Bild: Stephan Breide)

Dr. Eckhard Stoll hat an der Technischen Universi-
tadt limenau promoviert. Seine Dissertation trégt
den Titel »Systematische Analyse von genrespezi-
fischen Videoaufnahmen am Beispiel von Thea-
teraufzeichnungen — Automation von Mehrkame-
raaufzeichnungen«. Die Gutachter waren Prof. Dr.
Alexander Raake (Betreuer, Technische Universitdat
limenau), Prof. Dr. Stephan Breide (Fachhoch-
schule Sudwestfalen, Meschede) und Prof. Dr.
Heidi Kromker (Technische Universitdt llmenau).
Weitere Mitglieder der Promotionskommission
waren Jun.-Prof. Dr. Matthias Hirth, Dr. Stephan
Werner und der Vorsitzende Prof. Dr. Jochen Seitz.

Dr. Eckhard Stoll bei der wissenschaftlichen Aus-
sprache im Medienlabor der TU limenau
(Bild: stephan Breide)

In der Dissertation wird vorgestellt, wie Mehrkame-
raaufzeichnungen von Theaterauffiihrungen oder
anderen BUhnendarbietungen in einer nicht-pro-
fessionellen Umgebung vereinfacht durchgefuhrt
und im Endergebnis verbessert werden koénnen.
Hochauflésende Kameras werden verwendet. Die
Totalen kénnen mit feststehenden Kameras und
die Halbtotalen mit nur geringer Nachfuhrung auf-
genommen werden.

4K-Kameras hinter dem Publikum und vorne links und rechts flr die Automation von Theatermitschnitten
(Bild: Eckhard Stoll)

FKTG Journal
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Detektion von Personen durch das Posenerkennungssystem OpenPose (Bild: Eckhard Stoll)

Aus diesen Aufnahmen werden in der Postproduk-
tion Bildausschnitte bis hin zu Nahaufnahmen au-
tomatisiert ausgeschnitten und nach professio-
nellen Regeln zu einem Mitschnitt montiert.

Far die Personenerkennung wird das Posenerken-
nungssystem OpenPose eingesetzt. Es ist als neu-
ronales Netzwerk darauf trainiert, Personen und
deren Kérperpunkte (Mund, Augen, Ohren, Hals, El-
lenbogen, Hénde, Knie, FuRe usw.) zu erkennen
und die Koordinaten im Bild auszugeben.

Links zu den Veréffentlichungen:

Stoll E.: Systematische Analyse von genrespezifischen
Videoaufnahmen am Beispiel von Theateraufzeichnun-
gen — Automation von Mehrkameraaufzeichnungen,
Dissertation, Technische Universitat lImenau, 2024.

Stoll E., Breide S., Géring S., Raake A.: Automatic Camera
Selection, Shot Size and Video Editing in Theater Multi-
Camera Recordings. IEEE Access, 2023, 11. Jg., S. 96673~
96692.

Stoll, E., Breide S., Goring, S., und Raake, A.: Modeling of an
Automatic Vision Mixer with Human Characteristics for
Multi-Camera Theater Recordings. IEEE Access, 2023, 11.
Jg., S.18714-18726.

Stoll E., Breide S. und Raake A.: Untersuchung von Thea-
teraufzeichnungen Uber 60 Jahre am Beispiel Ohnsorg-

FKTG Journal
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Theater. FKT-Fernseh-und Kinotechnik 4/2022. Schiele &
Schén GmbH, Berlin. 2022, S. 31-37.

Stoll E,, Breide S. und Raake A.: Towards Analysing the In-
teraction between Quality and Storytelling for Event Vi-
deo Recording. 2020 Twelfth International Conference on
Quality of Multimedia Experience (QOMEX). 2020, S. 1-4.

Dr. Eckhard Stoll ist FKTG-Mitglied und hat in den
Jahren 2008, 2010 und 2012 auf den FKTG-Fachta-
gungen als Produktionsleiter die Tagungs-DVDs
erstellt.

100 Jahre

Fernseh- und Kinotechnische Gesellschaft e.V.

Film
Fernsehen
IT

Prof. Dr. Stephan Breide und er stellten die Fest-
schrift »100 Jahre FKTG« zusammen. Mehr Infor-
mationen zur Festschrift finden sich unter

https://fktg.org/historie-der-fktg
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Events

> NAB 2024

Die Zahl der Aussteller hat zugenommen.

Die Medien- und Entertainment-Branche befindet
sich im Umbruch — getrieben durch Schlagworte
wie IP, Cloud, naturlich Al und — neu dabei — Media
Supply Chain (fruher mail ganz bodensténdig als
Workflow-Management bezeichnet). Im Umbruch
befindet sich auch das Las Vegas Convention
Center, das vom 14. bis 17. April 2024 erneut die
Branche zur NAB lud. Gefuhlt spurbar weniger Be-
sucher folgten in diesem Jahr dem Ruf in die
Wuste Nevadas - laut Angaben der Veranstalter
rechnete man mit 61.000 Teilnehmern (im Ver-
gleich zu 65.000 im Vorjahr). Dafir hat die Zahl der
Aussteller um wenige hundert Firmen zugenom-
men, die sich aufgrund der Umbauarbeiten der
North Hall auf weit auseinander gelegene Hallen
verteilten und damit far lange Wege sorgten.

Insgesamt bot die Messe einen guten und kom-
pakten Uberblick Uber den Status Quo der Bran-
che. Ein wirkliches Highlight gibt es nicht zu benen-
nen, denn die Omniprésenz von Al for Media war
allenthalben erwartet worden und durfte daher
niemanden mehr Uberrascht haben. Bei Cloud
und IP hat sich der Trend der Post-Covid-Jahre
fortgesetzt, bei denen man Jahr fur Jahr den Fort-
schritt des Reifeprozesses dieser Technologien
bewundern durfte, ohne dass man in Erstaunen
versetzt worden wdre. IP ist mittlerweile Standard
in der Medienproduktion und beim Thema Cloud
kristallisiert sich noch nicht ganz heraus, wohin der
Hase lauft: Cloud Only, Hybrid, Private Cloud, Public
Cloud etc. — alles ist moglich — wobei auffdllt, dass
sich im Broadcast-Umfeld, zumindest fur den Mo-
ment, AWS als Platzhirsch positioniert zu haben
scheint.

Auffdllig haufig begegnete einem in diesem Jahr
die Media Supply Chain: Automatisierung, Or-
chestrierung und Kollaboration sind diesbeziglich
die Schlagwoérter, um ein agiles und effizientes
Management des gesamten Ecosystems zu er-
moglichen, was nicht wenige Hersteller auf der
NAB versprachen.

FKTG Journal

10

Foto-Credit: NAB Show

Zum guten Schluss soll auch Al nicht unerwédhnt
bleiben, auch wenn es so manchem vielleicht be-
reits zum Hals heraushdngt: Ja, Al ist angekom-
men in der Medienbranche, aber man befindet
sich noch ganz am Beginn einer vermutlich langen
Reise. In Las Vegas waren unterschiedliche Philo-
sophien zu beobachten: offene Schnittstellen zur
Integration von Drittherstellern gegenuber der di-
rekten Implementation von Drittherstellern durch
die Hersteller, Nutzung vorhandener gegenuber
Entwicklung eigener Large Language Models etc.
Und auch beim Thema Virtual Production, das auf
der Messe natlrlich ebenso wieder gut vertreten
war, hat Al Einzug gehalten.

Die Transformation der Branche wird uns also
noch eine Weile begleiten, genau wie der Umbau
der Messehallen in Las Vegas. Mal sehen, wer am
Ende die Nase vorn hat.

Autor: Stephan Heimbecher (SWR)
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> EDCF LA Tour 2024

Aktuelle Branchentrends mit einem Fokus auf Premium-Kino

Am 4. und 5. April ludt das European Digital Ci-
nema Forum (EDCF) zur diesjéhrigen LA Tour 2024
ein. Rund 20 Teilnehmende aus ganz Europa nutz-
ten die Gelegenheit, einen Blick auf hinter die Ku-
lissen von Hollywood-Studios, bekannten Kinos
und Technologieunternehmen zu werfen und sich
Uber die aktuellen Branchentrends zu informieren.

Eines der Hauptthemen in diesem Jahr war der
Einfluss von Premiumerlebnissen auf die Ticket-
verkdufe. Passend dazu ging es mit der Préisenta-
tion der ersten in den USA installierten Direct-
View-Displaylésung (GDC/DTS) los. Die 14 Meter
breite 4K-LED-Wand (Unilumin) soll tber ein ho-
hes Kontrastvermégen verfigen und lichtstarke
3D-Vorfuhrungen auf der Grundlage des dynami-
schen Beleuchtungssystems DIVE ermoglichen. So
soll das Seherlebnis des Vorprogramms durch zu-
sdtzliche Hintergrundbeleuchtung der Lautspre-
cher und Wandbeleuchtung verbessert werden.
Die Hintergrundbeleuchtung wird jeweils durch die
ausgespielten Inhalte gesteuert. Zur Optimierung
der Klangqualitét werden reflektierende Audiosys-
teme mit DTS-Surround eingesetzt.

Im Regency Theater Van Nuys ist die erste Direct-
View-Displaylésung (GDC/DTS) in den USA installiert.

FKTG Journal

LED-Wdnde im Kino: Guter Ton bleibt Heraus-
forderung

Bei den Zusammentreffen mit Warner Bros. und
Universal Studios hatte die Gruppe Gelegenheit,
die Trends der Branche zu diskutieren und Sicht-
weisen auszutauschen. So sei im Allgemeinen der
Optimismus zurickgekehrt. Barbie, der erfolg-
reichste Film des letzten Jahres, unterstitzte die-
sen Optimismus und lasse einen weiteren Anstieg
der Kinobesuchszahlen erwarten. Auch technolo-
gische Aspekte wurden erértert. So sei die Ton-
qualitdt in vielen Kinos noch nicht optimal und eine
konsequentere Umsetzung von Licht und Ton in
den Kinos wunschenswert. Eine engere Zusam-
menarbeit mit den Kinobetreibern erscheint not-
wendig.

Zudem wurde auf die besondere Herausforderung
einer guten Tonqualitét bei Direct-View-Displays
hingewiesen. Neue Technologien und Formate
werden jedoch als Chance gesehen, das Kinoer-
lebnis zu verbessern. Dazu gehéren HDR, HFR und
der Einsatz von objektbasiertem Audio, z. B. zur
Verbesserung der Sprachverstdndlichkeit. Das
Heimkino wird zunehmend als Konkurrenz wahr-
genommen und 3D-Filme werden tendenziell sel-
tener produziert. Die Zunahme proprietérer Stan-
dards sei ebenfalls besorgniserregend, insbeson-
dere aus Sicht der Postproduktion.

Unter der Leitung der Academy of Motion Pictures
Arts and Sciences (AMPAS) befassten wir uns mit
den historischen Aspekten des Kinos. Mehrere Mu-
seumsmitarbeiter aus drei Abteilungen des Muse-
ums, dem Literaturarchiv, dem Fotoarchiv und
dem Archiv far Drucke und Kunst, présentierten
ausgewdhlte Artefakte aus tber 100 Jahren Film-
geschichte und Filmproduktion. Viele Briefe, Dru-
cke, persodnliche Gegenstdnde, Fotos, Skizzen und
Drehblcher von berihmten Kunstlern, Autoren
und Regisseuren sind in dem Museum zu sehen,
das einen erneuten Besuch wert ist.
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Eine Mitarbeiterin des Academy Museums zeigt den Teilnehmenden bekannte Artefakte der Filmgeschichte.

Premium-Formate und alternative
Kinokonzepte

Der erste Tag der Tour endete mit einer Présenta-
tion des Premium-Formats Cinity, das zunehmend
von Studios unterstutzt wird. Cinity ist ein neues
Filmformat der China Film Group, die bereits Gber
120 Cinity-Screens auf dem chinesischen Festland
betreibt. Es erfahrt in den USA und auBerhalb Chi-
nas zunehmende Aufmerksamkeit. Die VorfUhrung
von Cinity-Demomaterial zeigte die Méglichkeiten
des Formats, das HFR mit bis zu 120fps, 3D in 4K,
HDR und Immersive Audio vorsieht. Die Versionie-
rung fur die USA und Europa wird von Deluxe
unterstutzt.

Das Alamo Drafthouse erreicht mit seinem besonde-

res Filmprogramm eine groRe Fangemeinde.

Der zweite Tag der Tour begann mit einem Besuch
des Alomo Drafthouse-Kinos, das seit etwa flunf

FKTG Journal

Jahren in Betrieb ist. Jetzt hatten wir die Gelegen-
heit, das alternative Multiplex-Konzept und die ge-
machten Erfahrungen zu diskutieren. Das Kino hat
sich die Vorteile der flexiblen Netzwerktechnologie
zunutze gemacht, und eine Fangemeinde von Ki-
nobesuchern fur Présentationen, besondere Filme
und Werbespots ohne Premium Large Format-
(PLF-)Leinwéinde geschaffen. Moderate Preise, ein
alternatives Programm, Getréinke und Speisen im
Kinosaal wéhrend der Filmvorfihrungen und eine
gute Bild- und Tonqualit&t sorgen fur eine Auslas-
tung von durchschnittlich 75 Prozent.

Die n&chste Station war das Ice Regal Theater, wo
Harkness seine neue Bildwandtechnologie vor-
fuhrte. Ausgestattet mit den neuesten Laserpro-
jektoren, soll die neue Leinwandoberfléiche mit
niederfrequenter »vibrierender Leinwandtechnolo-
gie« Speckle-Effekte um rund 30 verbessern, den
Kontrast erhéhen, flr eine gleichmdBigere Bild-
ausleuchtung ohne signifikanten Hotspot sorgen
und die 3D-Leistung verbessern.

Content-Lokalisierung wird immer wichtiger

Bei Pixelogic wurde intensiv Uber HDR, HFR, Motion
Grading und andere Produktionselemente disku-
tiert, die zur Optimierung des Premium-Erlebnisses
beitragen. Schwerpunkte der Dienstleistungen
sind die Unterstutzung der kreativen Prozesse und
die Kl-basierte Lokalisierung von Grafiken, Texten
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Richard Mitchell (Harkness Screens) erkldrt im Ice Regal Theater die aktuelle Bildwandtechnologie des Herstellers.

oder Animationen sowie der weltweite Vertrieb mit
mehreren Standorten auf allen Kontinenten. Die
Lokalisierung wird immer wichtiger, da nationale
gesetzliche Bestimmungen und Anforderungen
eine komplexere Postproduktion mit verstdrktem
Einsatz von KI-Technologie erfordern. Beispiele
hierfar sind das Hinzuflgen von Untertiteln in ver-
schiedenen Sprachen, das Entfernen unerwinsch-
ter Objekte wie Zigaretten oder das Andern der
Kleidung, um kulturelle Unterschiede zu bertck-
sichtigen.

Unterstutzt werden alle géngigen Formate inklu-
sive 4K. Prdsentationen dazu wurden in Dolby Vi-
sion- und Cinity-Vorfuhrrdumen gezeigt. Zudem
wurden Fortschritte bei HFR ausfuhrlich diskutiert.
Pixelogic verwendet die True-Cut-Technologie
von Pixel Works, die es ermdglicht, beim Motion
Grading einen filmischen Look beizubehalten und
gleichzeitig Fehler und Artefakte in Abhdngigkeit
von der zu korrigierenden Bildrate zu beseitigen.

Bei Eikon bekamen die Teilnehmenden einen Ein-
druck von dem dynamischen Unternehmens-
wachstum, mit dem man die Anforderungen an
die Postproduktion fur die Lokalisierung sowohl im
Streaming- als auch im Kinobereich erflullen
mobchte. Die neuen Vorfuhrréiume, die zur Présen-
tation der Arbeit an VFX und komplexem Mastering
mit Unterstitzung alle Filmformate dienen, sind
mit der aktuellsten Technologie ausgestattet. Das
Geschdaft mit der Kinopostproduktion ist nach der
Pandemie wieder auf dem gleichen Niveau wie zu-
vor. Der Anteil der Postproduktion fur Kino im Ver-
gleich zu TV und Streaming liegt jetzt bei circa 50
Prozent.

Ausklang

Die EDCF LA Tour 2024 endete mit einer Party mit
Blick auf den Ozean und die Hugel von Los Angeles
mit internationalen Kolleginnen und Kollegen.

Autoren: Jurgen Burghardt und Angela Binger

HOT FOOD
PICK UP

[

Die Teilnehmenden der EDCF LA Tour 2024 (Alle Bilder: Jargen Burghordt)

FKTG Journal

Ausgabe 2 | 2024



> Eindricke von der CinemaCon 2024

Vom 8. bis 11. April war die internationale Kinobranche im Caesars Palace in

Las Vegas zu Gast.

Julian Pinn, 2. Vorsitzender des European Digi-
tal Cinema Forum (EDCF) schildert seine Sicht
auf die Veranstaltung.

Julian Pinn (Foto: privat)

In diesem Jahr herrschte eine allgemeine Auf-
bruchstimmung. Nachdem die Kinostarttermine
wdhrend der Pandemie zusammengestrichen
wurden, bekréftigten die Studios bereits letztes
Jahr auf der CinemaCon ihren Respekt vor dem
Kinoerlebnis und nutzten jede Gelegenheit, um zu
betonen, wie wichtig es sei, dass das Kino der erste
und einzige Ort bleibe, an dem man einen Film

sieht, bevor man ihn zu Hause konsumiert.

Dieses Gefuhl wurde auch dieses Jahr wieder laut-
stark zum Ausdruck gebracht. Es gab auch ein gu-
tes Filmangebot, und die Studios haben sich wie-
der sehr bemuht, Talente zu gewinnen. Ein paar
Kommentare von anderen CinemaCon-Besu-
chern Uber den hohen Anteil an dusteren, gewalt-
tatigen Horrorfilmen in diesem Jahr waren zu h6-
ren, aber das war, noch bevor die letzten Studios
ihre Titel gezeigt hatten - vielleicht hat das die
Perspektiven noch einmal etwas neu ausgerichtet.
AuBerdem gab es nach der Ubernahme von
Crunchy Roll durch Sony Pictures einen sehr inte-
ressanten VorstoR in Richtung Anime.

FKTG Journal

14

Tech-Talk von EDCF, ISDCF und ICTA

Im insgesamt sehr informativen Tech-Talk von
EDCF, ISDCF und ICTA kamen verschiedene The-
men zur Sprache. So ging es etwa um das jungste
Zertifikatsproblem, das die Wiedergabe von ei-
gentlich zur Ausspielung bestimmten Inhalten ver-
hinderte. Dies hat deutlich gemacht, wie wesent-
lich es ist, dass die Kinos die umgehende Installa-
tion von Software-Updates sicherstellen. Auer-
dem wurden drei Probleme mit Bildartefakten ge-
schildert, die auf eine Inkompatibilitét zwischen
gultigen JPEG2000-Frames und der Unfdhigkeit
einiger dlterer Server, diese zu dekodieren, zurtick-
zufuhren waren. Das schlimmste Szenario war ein
Serverabsturz, aber in den meisten Fdllen kaom es
zu vorUbergehenden Bildartefakten.

Es wurde auch besprochen, dass DCPs, die einen
Immersive Audio Bitstream (IAB) enthalten, in der
CPL nun mit IAB statt mit Atmos gekennzeichnet
werden, obwohl sie dasselbe meinen. Der IAB
wurde 2019 von der SMPTE als kompatible MXF-
Datei zwischen Immersive-Audio-Anbietern stan-
dardisiert und spdter von der ISDCF (Doc 15 - IAB
Application Profile 1) aufgrund der Ergebnisse ih-
res anschlieBenden herstellertbergreifenden In-
teroperabilitits-Plugfests eingeschrdnkt.

Von HDR bis Echzeitdaten

Aus technischer Sicht war HDR ein groes Thema
auf der Messe. Es gibt einen Zustrom neuer LED-
Firmen mit 14 Herstellern, die zusammen 27 Kino-
LED-Displays anbieten - alle von der DCI zertifiziert.
Dies wirft Qualitdtsprobleme in Bezug auf den Ton
auf, da bei einer festen LED-Wand die Lautspre-
cher nicht hinter der Leinwand, sondern in Kom-
promisspositionen an den Réndern der Leinwand
positioniert werden kénnen.

Ausgabe 2 | 2024



Foto: Tima Miroshnichenko, pexels.com

Zudem stellte Barco seine mit Spannung erwartete
Light-Steering-Projektionstechnologie vor, und
Dolby kundigte sein Dolby Vision + Atmos-Ange-
bot fur Kinos an, die sich nicht fur das Gesamtpa-
ket Dolby Cinema entscheiden wollen. Die Akzep-
tanz von HDR im Kino ist ein wichtiger Schritt, vor
allem wenn man bedenkt, wie normal es heutzu-
tage ist, HDR in den eigenen vier Wéinden zu erle-

ben.

Ein weiteres groBes Thema waren Daten. Laura
Houlgatte, Geschdaftsfihrerin von UNIC, leitete eine
Diskussionsrunde, in der es um die gemeinsame
Nutzung von Daten durch Kinobetreiber und Ver-
leiher ging. Einige Daten befinden sich im Besitz
des Kinobetreibers, andere im Besitz des Verleihs.
»Wir mussen Daten gemeinsam nutzen«, sagte
Otto Turton, Vue International, der weiter ausfuhrte,
dass Vue gerne Tickets fur Titel verkaufen wirde,
die in den nd&chsten zwolf Monaten erscheinen.
Dazu mdchte er gemeinsam mit den Verleihern
Wege finden, diese Verkd&ufe so weit in die Zukunft
zu verlegen. Auch Ann-Elizabeth Crotty, Sony Pic-
tures Entertainment, schdatzte den Nutzen von
Echtzeitdaten zur Anpassung von Marketing-

FKTG Journal
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kampagnen als hoch ein. Die Diskussionsteilneh-
mer waren der Meinung, dass es in den ndchsten
funf Jahren Gelegenheit fur eine stérkere Zusam-
menarbeit geben werde.

Schlussbemerkung

Die CinemaCon 2024 und die vorangegangene
EDCF LA Tour haben einen sehr wertvollen Aus-
tausch Uber globale Themen, die auch Europa be-
treffen, ermdéglicht. Der EDCF ist aus meiner Sicht
gut aufgestellt, um Europa eine technische
Stimme zu geben. Eine Grundlage dafur ist die
fortwéihrende Zusammenarbeit mit wichtigen In-
teressengruppen sowohl innerhalb Europas als
auch im Namen Europas auf der globalen Buhne.
Die ndchste interessante Veranstaltung wird der
EDCF Problem Solving Round Table sein, der am
Montag, den 17. Juni 2024 um 14:00 Uhr im Rahmen

der CineEurope in Barcelona stattfindet.
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IVAM Hightech Summit 2024 -

Wie viel Realitat steckt in Science Fiction?

Rickblick auf den 7. und 8. Mai im Frankfurter Filmmuseum.

Die Keynotes zeigten den Teilnehmenden in welchen Bereichen Science-Fiction nahtlos mit der Realitét verschmol-
zen ist. (Alle Bilder: Vanessa Schulz, IVAM)

Vom Smartphone oder Tablet Uber medizinische
Gerdte bis hin zu industriellen Anlagen: Mikrotech-
nologie steckt in allen Innovationen von heute. Am
7. und 8. Mai brachte der IVAM Hightech Summit
(HTS) 2024, die jahrliche Fachkonferenz der Mikro-
technologiebranche, internationale Fachleute in
diesem Bereich zusammen, um Uber aktuelle
Durchbrutche in Mikrotechnik, Nanotechnologie, Di-
gitalisierung und die benétigten Technologien dis-
kutieren.

Passend zum Veranstaltungsort, dem Frankfurter
Filmmmuseum, lautete das Motto »Back to the
Microtechnology Future: Yesterday's Visions, To-
morrow’s Readlities«. Dabei reflektierte die Veran-
staltung futuristische Konzepte der Vergangenheit,
etwa aus bekannten Science-Fiction-Filmen, und
verknUpfte sie mit technologischen Fortschritten
der Gegenwart und ndheren Zukunft.

FKTG Journal
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Workshops zu Kl und Prdasentationen zum Ein-
satz von Hochtechnologie in der Praxis

Das Programm zeigte Hochtechnologie entlang
aller Anwendungsfelder. In zwei Workshops zum
Thema Kl ging es einmal um rechtliche Aspekte
und die Regulierung von KI, ein weiterer Workshop
beleuchtete die Auswirkungen von Kl auf den Ar-
beitsmarkt.

Ausgewdhlte Sessions und Keynotes boten zudem
Einblicke in verschiedene Bereiche, in denen Sci-
ence-Fiction nahtlos mit der Realitdt verschmol-
zen ist.

Luft- und Raumfahrt: »Space Odyssey — Visionary
Aerospace Developments« tauchte in die Heraus-
forderungen der Technologieanwendung im Welt-
raum ein und verglich Hollywood-Darstellungen
mit realen Umsetzungen.
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Die Session zeigte die Entwicklung der Raumfahrt-
technologie und deren Auswirkungen auf die zu-
kanftige Weltraumforschung.

Weltraumtechnologie im Vergleich mit Hollywood

Prozessautomatisierung: »Process Automation for
Efficiency — A Science-Fiction Reality« untersuchte,
wie Automatisierungstechnologien Industrien re-
volutioniert haben. Die Teilnehmenden erhielten
Einblicke in futuristische Automatisierungslésun-
gen und deren praktische Anwendungen in ver-
schiedenen Sektoren.

Medizintechnik: »Innovative Visions — Advancing
Medtech for the Next Era« préisentierte bahnbre-
chende Fortschritte in der Medizintechnik. Von na-
delfreien Injektionen bis hin zu RNA-Medikamenten

FKTG Journal
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zeigten die Prdsentationen, wie Science-Fiction
cutting-edge medizinische Innovationen inspiriert
hat. Implantate: »Beyond the Surface - Visions of
Implant Evolution« untersuchte die Schnittstelle
von Technologie und menschlicher Biologie. Fach-
leute diskutierten die neuesten Entwicklungen bei
implantierbaren Gerdéten, von elastischem Titan-
Gewebe bis zu Neuroimplantaten, und deren Po-
tenzial.

Sicherheits- und Uberwachungstechnologie: »Gu-
ardians of Tomorrow — The Future of Security and
Surveillance« konzentrierte sich auf aufkommende
Trends in der Sicherheitstechnologie. Dabei ging
es etwa um die Rolle der Quantentechnologie, um
KI-gesteuerte Uberwachungssysteme und sym-
metrische VerschlUsselung bei der Gestaltung zu-
kanftiger Sicherheitslésungen.

Transport und Mobilitét: »On the Move — Shaping
the Future of Transportation« hob Innovationen in
der Transporttechnologie hervor. Die Teilnehmen-
den lernten energieeffiziente Enteisungssysteme
far Flugzeuge, Sensorik fur Zuge und Innovationen
im Bereich Mobilitdt kennen.

Intelligentes Wohnen: »From Sci-Fi to Reality - How
the Smart Home is Changing the Way We Live« er-
kundete die Rolle von Kl und IoT bei der Gestaltung
intelligenter Lebensrédume. Es wurden Anwendun-
gen von intelligenter Hausautomation bis hin zur
KI-unterstltzten Gesundheitsversorgung fur dltere
Menschen diskutiert.

Vernetzung und Zusammenarbeit: Ergénzend zu
den Sessions gab es praktische Workshops zur
Nutzung von Kl in Unternehmen sowie ein Networ-
king- und Kulturprogramm zur Geschichte des
Science-Fiction-Films.
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Internationales

> Alkass setzt fur Sportproduktion auf

EVS LiveCeption Signature

Der katarische Sender Alkass erweitert seine Produktionskapazitédten und

fahrt fir Premium-Live-Produktionen und Aufzeichnungen eine LiveCeption

Sighature-L6ésung von EVS ein.

Die Vereinbarung wurde von beiden Parteien im
Rahmen der NAB in Las Vegas bekannt gegeben.
Alle alten XT3-Server werden durch die modernen
XT-VIA-Server ersetzt und durch die Integration
IP-basierter LSM-VIA-Wiedergabesysteme er-
gdnzt. Die Lésung soll im August in der gesamten

U-Wagen-Flotte von Alkass eingefuhrt werden.

Option zum Einsatz von XtraMotion

Die L6sung soll alle aktuellen Formate und Codecs
unterstitzen und Alkass eine zukunftssichere L6-
sung bieten, die sich an sich weiter entwickelnde
Anforderungen anpassen l@sst. Mit schnellem und
direktem Zugriff auf alle Inhalte im Netzwerk kén-
nen Nutzer durch grofle Mengen an Live-Inhalten
navigieren, was effiziente und gestraffte Arbeits-
abléufe erleichtert und es ihnen erméglicht, tber-
zeugende Replays und Highlights zu erstellen. Dar-
Gber hinaus bietet die Lé6sung die Option zur In-
tegration von XtraMotion, dem Kl-basierten Su-
perzeitlupen-Dienst von EVS, der die Méglichkeiten
des Storytellings verbessern soll.

exchange piav

Auf der NAB in Las Vegas (Bild: EVS)
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Serge van Herck (links) mit Issa bin Abdullah Al Hitmi
(Bild: EVS)

Issa bin Abdullah Al Hitmi, General Manager bei
Alkass, sagte: \Nachdem wir die Vorteile der XS-
VIA-Server von EVS in unserem Studiobetrieb ken-
nengelernt haben, war die Integration der XT-VIA-
Server in unsere U-Wagen ein logischer Schritt fur
uns. Wir freuen uns auf den Ausbau unserer Part-
nerschaft mit EVS und darauf, unsere Produktions-
abldufe auf ein noch hdheres Niveau zu heben.«

Serge Van Herck, CEO von EVS, ergdnzte: »Wir
schdtzen das Vertrauen von Alkass in EVS sehr und
sind zuversichtlich, dass unsere Lésung LiveCep-
tion Signature dem Unternehmen einzigartige
Moglichkeiten fur immersives Live-Storytelling und
die Einbindung des Publikums bieten wird.«

Wwww.evs.com
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> Slowenien: DVB Production mit IP-basierter

Audio-L6sung

Internationaler Dienstleister fiir AuBentibertragung mit Europapremiere fir

Calrecs All-IP Argo S und ImPulsel.

Bild: Calrec

DVB Production, ein Dienstleister im Bereich Au-
Renubertragung in Slowenien und Mitteleuropa,
hat die All-IP-Audiokonsole Argo S (Calrec) und
zwei ImPulsel-Kerne in seinen U-Wagen 1 inte-
griert. Laut Angaben des Herstellers ist das

FKTG Journal
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Unternehmen der erste Kunde, der Calrecs Argo S
mit reduzierter Bauhdhe einsetzt.

DVB Productions wurde 2007 mit dem Ziel gegrin-
det, die mobile Produktion in Slowenien und Mittel-
Unternehmen st

europa aufzufrischen. Das
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inzwischen stark gewachsen und arbeitet mit fast
allen groken Sendern in der Region zusammen,
darunter Sky Sport Austria, ORF, ARD und RAI. Dar-
Uber hinaus habe DVB Productions gute Beziehun-
gen zu Rechteinhabern und Sportverbdnden wie
UEFA und FIFA aufgebaut, heilt es.

»Unser Wunsch, Neues zu lernen, hat uns geholfen,
grofe Ziele zu erreichen und mit grolen Organi-
sationen zusammenzuarbeiten. Die EinfUhrung
von IP fur Audio in unserem OBI1-Truck ist ein wei-
terer groRBer Schritt nach vorn, denn es besteht
kein Zweifel, dass dies die Zukunft ist. Um die beste
Konsole fur unsere Anforderungen zu finden, ha-
ben wir eine Liste mit allen benétigten Funktionen
erstellt. [...] Volle Redundanz ist ein Muss fur die Art
unserer Arbeit, die Calrec problemlos erfillt«, so
CEO Daniel Cof. Auerdem habe man gute Erfah-
rungen mit der Brio-Konsole in einem kleineren U-
Wagen gemacht, so dass sich die Tontechniker
problemlos an das Layout des Argo gewoéhnen
konnten.

Obwohl es sich um ein groBes Fahrzeug handelt,
war der Platz dennoch knapp, so dass Calrec eine
Version von Argo S mit geringerer Héhe entwickelt
hat, die die Funktionalitdt von zwei Displayreihen in
einer einzigen vereint und einen umschaltbaren
Zugriff auf Informationen bietet. Die zahlreichen
E/A-Méglichkeiten und die insgesamt héhere
DSP-Leistung von Argo, besonders in Verbindung
mit dem DANTE-Netzwerk der DVB und der
Konnektivitdt mit dem Intercom-System, zeichnen
Argo aus, zusammen mit ImPulsel, der neuesten
IP-Engine von Calrec, die fur kleinere Anwendun-
gen mit nur einem Mischpult konzipiert ist.

Cof ergdinzte, man habe die Entscheidung mit ei-
nem guten Gefuhl getroffen, ein zukunftssicheres
Produkt zu erhalten, das auch alle Arten von im-
mersiven Audiokonfigurationen unterstutzt. »Da es

FKTG Journal
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sich um ein IP-System handelt, ist auch die Verka-
belung sehr viel einfacher, und das Gewicht des
U-Wagens hat sich deutlich verringert.« Zudem sei
die Installation und Integration mit bereits instal-
lierter Nicht-IP-Technologie sehr einfach gewesen.
Inbetriebnahme

»Von der Bestellung bis zur

vergingen nur 14 Wocheng, so Cof.

DVB Production hat bereits mehrere Projekte mit
Argo abgewickelt. Das erste war das UEFA Cham-
pions League-Spiel der Frauen in MlUnchen zwi-
schen dem FC Bayern Minchen und PSG Ende Ja-
nuar. Seitdem hat der U-Wagen eine unilaterale
Ubertragung der UEFA Europa League in Mailand,
die Eishockey-Liga und eine Reihe anderer Pro-
duktionen abgewickelt: »Alle mit groRem Erfolg,
fagt Cof hinzu. Das Unternehmen hat eine Reihe
von bevorstehenden Sportereignissen in seiner
Pipeline.

Mike Reddick, International Sales Manager bei
Calrec, sagte: »Bei Calrec stehen die Bedurfnisse
der Kunden im Mittelpunkt unseres Handelns. Die
enorme Resonanz auf Argo bestdtigt unsere De-
signentscheidungen, bei denen die Anforderun-
gen von U-Wagen im Mittelpunkt unserer Uberle-
gungen standen. Wir sind gerne auf ihre Anforde-
rungen nach einer etwas kleineren Oberfléiche
eingegangen, und unser Ingenieurteam hat dabei
hervorragende Arbeit geleistet. Der Beweis dafur
ist die beeindruckende Liste von Veranstaltungen,
bei denen die Technologie bereits eingesetzt
wurde. Wir freuen uns auf die weitere Zusammen-
arbeit mit dem Unternehmen, das seine Position
als wichtiger U-Wagen-Anbieter in Mitteleuropa
weiter ausbauen will.«

www.calrec.com
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Branche und Produkte

> HbDbTV veroffentlicht Version 2024-1
der HbbTV Conformance Test Suite

Die HbbTV Association hat eine neue Version der HbbTV Conformance Test

Suite veroffentlicht.

Die von der HbbTV Testing Group entwickelte Test
Suite v2024-1, ist das erste groRBere Update des
Jahre 2024 und umfasst insgesamt 3.273 Testfdlle,
von denen 2.538 genehmigt wurden. 225 Tests
wurden wéhrend des HbbTV-Testing Event in Lon-
don im Februar genehmigt. Der Gesamtumfang
hat sich im Vergleich zur vorherigen Version um
154 Testfdlle erhoht.

Die neue Version der Test Suite enthdlt 177 Tests fur
Funktionen der neuesten Version der HbbTV-Kern-
spezifikation, HbbTV 2.0.4, einschlieRlich Accessi-
bility, Dialogue Enhancement und DVB-I, die nun
far die Lizenznehmer der HbbTV Test Suite zur Ver-
figung stehen.

»Wir freuen uns Uber die rege Beteiligung an dem
karzlich von der HbbTV Association, der Digital TV
Group und der Deutschen TV-Plattform gemein-
sam organisierten internationalen Plugfest und
HbbTV Testing Event in London, bei dem mehr als
40 Entwickler die Interoperabilitét verschiedener
Gerdte und TV-Bildschirme hinweg getestet ha-
ben«, so Vincent Grivet, Vorsitzender der HbbTV
Association. Dies unterstreiche die Bedeutung von
HbbTV als Standard, fir moderne Funktionen auf
TV-Geraten.

Die HbbTV Test Suite ist ein wichtiges Werkzeug far
Gerdtehersteller, um die Konformitat ihrer Pro-
dukte mit den aktuellen HbbTV-Spezifikationen
und deren Funktionen zu Uberprafen.
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Bild: Gerd Altmann, Pixabay

Die Test Suite ist Uber registrierte HobTV-Testzen-
tren erhditlich und steht HobTV-Mitgliedern zur Nut-
zung in ihren eigenen Einrichtungen zur Verflgung.

Weitere Informationen zur v2024-1 Test Suite sind
hier zu finden.
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> EVS und Vizrt erweitern Partnerschaft

Beide Unternehmen wollen Innovation in der Playout Automatisierung und

Steuerung im Newsroom vorantreiben.

[ P} S iy e

Bild: EVS

EVS und Vizrt erweitern ihre strategische techni-
schen Partnerschaft. Die Kombination von EVS-
Servern der XT- und XS-Serie und die Flaggschiff-
Studioautomatisierungslésung Viz Mosart von Vizrt
bietet Broadcastern seit vielen Jahren ein hohes
MaR an Kontrolle und Flexibilitat fur ein nahtloses
24/7-Playout.

Dies wird nun auf den XS-NEO, den softwaredefi-
nierten Server von EVS, ausgeweitet. Der XS-NEO
soll auf der bekannten EVS-Geschwindigkeit
und -Zuverl@ssigkeit aufbauen gleichzeitig die
Codec-Flexibilitdt bieten, die fir den Newsroom-

Betrieb bendtigt werden.

Die neue Zusammenarbeit soll die Expertise von
Vizrt im Bereich der automatisierten Produktions-
tools mit den F&higkeiten von EVS im Bereich der
Live-Broadcast-Technologie verbinden und zielt
darauf ab, eine sofort einsatzbereite Loésung fur
Ingest und automatisiertes Playout zu liefern.
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(Evs)
Broadcastern die native Wiedergabe mehrerer

Der neue XS-NEO-Server ermoglicht
Formate, darunter XDCam, und unterstltzt die
Wiedergabe von lokalen Hochleistungs-RAID-
Festplatten oder direkt vom zentralen Speicher
eines Medienhauses, wodurch Workflows far ma-

ximale Effizienz optimiert werden sollen.

»Viz Mosart entwickelt sich sténdig weiter und
bleibt an der Spitze der automatisierten Multifor-
mat-Live-Produktion. Mit der Integration von XS-
NEO verbessern wir unser Fachwissen im soft-
waredefinierten Newsroom mit einer beispiellosen
Flexibilitat fur die Workflows unserer Kundeng, sagt
Andy Newton, Senior Product Manager bei Vizrt.

»Angesichts der Tatsache, dass die Ablésung alter
Ingest- und Playout-Systeme, die das Ende ihres
Lebenszyklus erreicht haben, nach wie vor eine der
groBten Herausforderungen fur Nachrichtenre-
daktionen darstellt, bringt die vollstéindige Validie-
rung unseres softwaredefinierten XS-NEO fur die
Viz-Mosart-Steuerung ein reibungsloses Multifor-
mat-Playout — einschlieBlich der Unterstltzung
von nativem XDCam - direkt in den Nachrichten-
betrieb«, sagt Christophe Wittevrongel, Senior So-
lutions Manager bei EVS.

www.evs.com

www.vizrt.com
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> Neuer Senderstandort fir landesweiten

privaten DAB+ Multiplex im Saarland

Mehr Leistung und drei Standorte verbessern den Empfang.

Das DAB+ Sendernetz wdchst auf drei Standorte
an. Leistungserhéhungen von bestehenden Sen-
dern sollen fur verbesserten Empfang sorgen.

Media Broadcast erweitert das DAB+ Sendernetz
im Saarland und nimmt mit dem Sender Merchin-
gen einen weiteren Senderstandort in Betrieb.
Merchingen ist der dritte Sender fur den landes-
weiten privaten DAB+ Multiplex mit 15 privaten Ra-
dioprogrammen. Die zwei bestehenden Sender
Saarbricken-Schoksberg und Spiesen erhalten
Ende April eine Leistungserhéhung, so das Unter-
nehmen in einer aktuellen Veroéffentlichung.

Der neue Senderstandort Merchingen im Saarland
ist ab sofort in Betrieb und versorgt die Hérerinnen
und Hérer im Nordwesten des Bundeslandes mit
dem Programmpaket des landesweiten DAB+
Multiplexes. Der Sender erreicht besonders die Re-
gion rund um die Kreisstadt Merzig und deckt die
Autobahn A8 ab.

Die Leistung der zwei bestehenden Senderstand-
orte Saarbriicken-Schoksberg und Spiesen wird
zum 23. April erhéht. Dadurch soll sich der Emp-
fang vor allem im GroRraum Saarbricken und in
den Regionen um St. Wendel, Neunkirchen und
Homburg verbessern. Die Leistungserhéhungen
vergréBern auch die DAB+ Empfangsreichweite im
gesamten Bundesland.

media-broadcast.com
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Sender Merchingen (Bild: Media Broadcast)
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> NAB 2024: ELEMENTS zeigt
portable Speicherléosung

Kompakter, tragbarer CUBE-Speicher soll den nahtlosen Wechsel vom Set

zum Schnitt erleichtern.

EILEMENTS

Bild: ELEMENTS

Im Zentrum des Messeauftritts von ELEMENTS
(stand su4051) wird die aktuelle Version des
CUBE-Medienservers stehen. In einem kompakten
Gehduse (375 mm x 205 mm x 330 mm) bietet er
bis zu 210 TB nutzbaren Speicherplatz auf NVMe-
Basis. Das Gerdt ermoglicht auch Rohschnitte von
unterwegs, die auf die von der Produktion bevor-
zugte Bearbeitungsplattform Ubertragen werden
kénnen, einschlieBlich aller Kormmentare und An-
merkungen. Mit CUBE kénnen Produktionen Dailies
anzeigen und eine Vorauswahl von Aufhahmen
treffen. Danach werden nur die benétigten Dateien
in die ELEMENTS-Mediathek Ubertragen.

Dartber hinaus zeigt das Unternehmen seine An-
wendungen der kunstlichen Intelligenz. Produktio-
nen kénnen die von ihnen bendtigten Werkzeuge
auswdhlen, etwa fur die Dateianalyse und -erken-
nung. Dabei werden Software-Plug-ins fuhrender
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KI-Anbieter in die offene ELEMENTS-Umgebung in-
tegriert. Die Tools der Automatisierungs-Engine
sorgen dafur, dass diese neuen Funktionen naht-
los in den Produktions-Workflow integriert werden.

Vorgestellt werden auch Updates der ELEMENTS-
Mediathek. Diese sollen die Benutzerfreundlichkeit
und Effizienz verbessern und Produktionsabléufe
rationalisieren. Durch Kl und Cloud-Innovationen
sollen diese noch weiter gesteigert werden kén-
nen. Die Uberarbeitete Mediathek unterstutzt eine
noch intuitivere Benutzererfahrung, die es Kreativ-
teams ermdglicht, Medieninhalte effektiver zu ver-
walten, darauf zuzugreifen und zusammenzuar-
beiten.

www.elements.tv/nab2024
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> NAB 2024: Qvest mit GenAl fuiir Medien

Skalierbarkeit und Effizienz fir die Branche

Die Rolle kunstlicher Intelligenz (k1) sowie die In-
tegration moderner Medien-Workflow-L&sungen
wird von Qvest fokussiert. Die auf der NAB Show
2024 prdasentierten Anwendungsfdlle sollen die
praktischen Vorteile von GenAl im Medienbereich
zeigen.

Mit Skalierbarkeit und Effizienz soll GenAl den Her-
ausforderungen der Branche begegnen, unter an-
derem im Einsatz zur Optimierung des Customer
Relationship Managements (CRM) und der Unter-
stitzung von Ad-Sales-Teams mit einem LLM-Co-
pilot oder bei der Vereinfachung der Content-Li-
zenzierung sowie der Automatisierung und der Er-
stellung von Marketing-Assets.

Fan-Kommunikation aufwerten

Mit TV Buddy prdsentiert das Unternehmen etwa
einen Conversational-Al-Service, mit dem sich
Zuschauerbindung und Fan-Interaktion signifikant
erhéhen lassen sollen. Mit dem Service sollen
prdgnante und unterhaltsame Antworten auf indi-
viduelle Fragen zu Live-Sportereignissen oder
Shows via Messenger mit Expertenwissen geliefert
werden. Dadurch sollen bestehende Inhalte durch
einen direkten Kommunikationskanal mit dem Zu-
schauer und neue Mehrwerte aufgewertet werden.

Personalisierung fir Live-Sport

Fur Broadcast und OTT liefert TVXRAY verschie-
dene Personalisierungsmoglichkeiten, die das
Live-Sport-Erlebnis steigern sollen. Zu den Funkti-
onen gehdren Highlight-Clips aus jedem Spiel, so-
fortige Live-Statistiken, personalisierte Video-
Alerts und eine interaktive SpielUbersicht. Die KI-
basierte Software-as-a-Service-Lésung kann laut
Anbieter nahtlos Uber alle Gerdte hinweg integriert
werden, so bleibe die Aufmerksamkeit der Zu-
schauer stets auf den Inhalten des First Screens,

ergdnzt durch zusdtzliche Features.
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Bild: Tung Nguyen, Pixabay

Skalierbare Workflows mit Low-Code-Engine

Ergéinzend zu den vorgenannten Produkten zeigt
das Unternehmen mit der Partnerlésung und In-
tegrationsplattform gibb zudem, wie sich skalier-
bare Workflows mithilfe einer Low-Code-Work-
flow-Engine Uber die gesamte Media Supply
Chain hinweg automatisieren lassen. Die Plattform
sei eine direkte Antwort auf den wachsenden Be-
darf der Branche an nahtlosen, sicheren, dyna-
misch anpassbaren sowie kosteneffizienten Ab-
IGufen.

Mit der Plattform sollen manuelle Medien-Work-
flows und ineffiziente Prozesse durch die einfache
Automatisierung mittels einer benutzerfreundli-
chen Low-Code-Workflow-Engine mit anpassba-
ren Dashboards abgelést werden. Neue Tools in
der Gen-Al-Produktlandschaft kénnten durch ge-
nerische Konnektoren flexibel getestet, integriert
oder ausgetauscht werden. Zudem soll die Lésung
nahtlose und tiefe Integrationsmdéglichkeiten von
KI-Anwendungen mittels eines Katalogs von Uber
100 Applikationen und bereits mehr als 20 vorinte-
grierten KI-Anwendungen bieten.

www.qgvest.com
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> NAB 2024: Riedel erweitert Ingest-Losungen

Im Rahmen der Messe stellt Riedel mit RiCapture i8, i44 und i84 eine Erwei-

terung der RiCapture-Iingest-Lésungen vor.

Als Ergdnzung zum RiCapture i4 sollen die Neuzu-
gange eine héhere Kanaldichte und/oder UHD-
Auflésung, 8- und 10-Bit-Unterstitzung, einen
groReren internen SSD-Speicher sowie eine Reihe
erweiterter Funktionalitdten fur die RiCapture-
Plattform bieten.

Mit der neuen SSE-Software fur

Streaming und Export biete die RiCapture-Pro-

Scheduling,

duktlinie jetzt eine leistungsstarke und kompakte
Lésung fur Mehrkanal-HD/UHD-Ingest-Aufnah-
men und die Integration in die Postproduktion, so
das Unternehmen. Die SSE-Anwendung ermdg-
licht flexible Konfigurationen, bei denen Nutzer zwi-
schen hochauflésendem DNxHD/R, H.264, oder ei-
ner Kombination aus beidem wdéhlen kbnnen, und
beinhaltet Funktionen far Audio-Mapping und

Downmix-Audiomonitoring.

Die neue SSE-Software fur Scheduling, Streaming und
Export der Recapture-Reihe (Bilder: Riedel)

RiCapture kann die aufgezeichneten Medien lokal,
auf einem Wechseldatentréger, auf einem an das
Netzwerk angeschlossenen Speicher oder an Live-
Streaming-Ziele Ubertragen und ist damit flexibel
ausgelegt. Uber SSE kann das System auf ein Netz-
werk mit mehreren Servern erweitert werden, etwa
um eine héhere Aufzeichnungsdichte und eine un-
begrenzte Anzahl von Zielen zu erreichen.
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RiCapture (Bild: Riedel)

i4 und i8 bieten vier bzw. acht HDR-Eingangska-
néle, wéhrend i44 und i84 vier UHD-Kandle mit
HDR-Fahigkeit aufweisen. Audioseitig bieten alle
RiCapture-Produkte 16 Embedded-Audio-Kandle
pro Kanal sowie 64 Dante- oder AES67-Kandle.

In allen Konfigurationen soll RiCapture qualitativ
hochwertige Aufnahmen in DNxHD oder DNxHR zu-
sammen mit H.264 4:2:0- und 4:2:2-Kodierung
auf dem lokalen Speicher bieten. Mit dem lokalen
Aufzeichnungsspeicher ist eine Dauerschleifen-
aufzeichnung far die erfassten Inhalte moglich, mit
Optionen fur manuelles Streaming, Streaming mit
einem Scheduler oder Clip und Export von Dateien
nach Bedarf aus dem verfigbaren lokalen Spei-
cher zu zahlreichen Streaming-Zielen.

Fur die RiCapture-Produktlinie sind drei Software-
Add-ons erhdltlich: das VDR-Panel, eine webba-
sierte Benutzeroberfléche mit erweiterter Mehrka-
nalsteuerung fur die Clipwiedergabe, Delays, Mo-
nitorwandwiedergabe und andere Szenarien; die
RiView-Anwendung, eine Multiviewer-Benutzer-
oberfldche mit Audio-Downmix-Monitoring fur
Review, Clipping und Export an mehrere Ziele; und
das XDCam-Add-on, mit dem das bandlose
XDCam-Format fur HD-Videoerfassung und -
speicherung bereitgestellt wird.

www.riedel.net
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> NAB 2024: Rohde & Schwarz mit
Produktpremiere fir mehr Nachhaltigkeit

Neuer flissigkeitsgekiihiter Sender

DR R
.

Bild: Rohde & Schwarz

Rohde & Schwarz stellte auf der NAB 2024 den
neuen flussigkeitsgekiihlten Sender R&S®TEI vor.
Als nativer ATSC 3.0-Sender ist er fir den nach-
haltigen Rundfunk in der vernetzten Welt konzi-
piert. Er soll Betriebskosten senken, den CO2-Ful3-
abdruck der Ubertragung minimieren und neue
Geschaftsmoglichkeiten schaffen, so das Unter-
nehmen.

Der neue Sender soll mindestens 15 energieeffi-
zienter sein als die besten aktuellen Designs. Die
bewdhrte flussigkeitsgekuhlte Sendertechnologie
von Rohde & Schwarz sorgt dafur, dass die Wéarme
der Verstdarker effizient nach aufBen abgeleitet
wird, so dass keine energieintensive Klimaanla-
ge erforderlich ist. Das Design eliminiert einzelne
Fehlerquellen und die intelligente Softwaresteue-
rungsschicht stellt sicher, dass UGber die gesamte
Lebensdauer des Senders die optimale Effizienz
durch Selbstanpassung erhalten bleibt.
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Durch seine Architektur soll der der R&S®TE! War-
tung und Betrieb erheblich vereinfachen. Laut An-
bieter verbindet er hohe Zuverl&ssigkeit mit einfa-
cher Fehlersuche und Fernwartungsmaoglichkeiten
und steigert so die Effizienz fir Netzbetreiber. Alle
Parameter kénnen aus der Ferne uberwacht und
gesteuert werden, so dass weniger Personal vor
Ort sein muss.

Des Weiteren fuhrt Rohde & Schwarz einen neuen
Ferniberwachungsservice ein: RMTX (Remote
Transmitter Monitoring). Mit diesem Service kén-
nen Kunden mit Unterstitzung von Rohde &
Schwarz-Experten ihre Sendersysteme kontinuier-
lich Uberwachen lassen. Dies ermdglicht eine
schnelle Reaktion bei schwerwiegenden Proble-
men, technische Unterstltzung und Beratung aus
der Ferne, einen schnellen Versand von Ersatztei-
len und die effiziente Planung von vorbeugenden
Wartungsmalnahmen.

www.rohde-schwarz.com
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> SAE Institute: Deutschlandpremiere fir
Qualitatsstandard SQQ7

Der Standard soll die Qualitat im Audio-Gewerk erhohen.

Bild: SAE Institute GmbH

Der Qualitétsstandard SQQ7 feiert seine Deutsch-
landpremiere und erhdlt Einzug in die Fortbildung
im Bereich Tontechnik. SQQ7 ist eine Spezialisie-
rungsqualifikation und soll die Weiterbildung auf
ein professionalisiertes und standardisiertes Fun-
dament stellen. Erarbeitet wurde der Standard von
der IGVW, dem Zusammenschluss der Verbd&nde
der Veranstaltungswirtschaft in Deutschland, Os-
terreich und der Schweiz.

Seit Herbst 2022 ist der SQQ7-Standard im Lehr-
plan des Studienganges Event Engineering am SAE
Institute verankert und wird zudem auch als be-
rufsbegleitende Weiterbildung angeboten. Das
SAE Institute selbst war an der Entwicklung von
SQQ7 beteiligt. Im September erwartet das SAE In-
stitute die ersten Pruflinge zum neuen SQQ7-Stan-
dard und fuhrt damit nach eigenen Angaben als
erste Bildungseinrichtung die Prafung durch. SQQ7
ist eine Weiterbildung fur die Fachkraft fur Veran-
staltungstechnik sowie Quereinsteiger. Der Stan-
dard soll die Qualitét im Audio-Gewerk bundes-
weit und einheitlich erhéhen.
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Ausbildung als Turoffner fiir weitere berufliche
Ausdifferenzierungen

Neben dem Grundlagenwissen und standardisier-
ten Arbeitsmethoden stehen die effektive Kom-
munikation mit Auftraggebern und Einblicke in
produktionsspezifische Arbeitsabléiufe verschie-
dener Veranstaltungsarten wie Konzerte, Kon-
gresse, Messen oder Rundfunkproduktionen im
Fokus. Mit der Ausbildung sollen die Turen fur wei-
tere berufliche Ausdifferenzierungen in Front-of-
Kommunikationstechnik,

House, Stage/Monitor

oder Systemtechnik eréffnet werden.

Erstmals vorgestellt wurde SQQ7 im Jahr 2022 auf
der Messe Prolight + Sound in Frankfurt. Initiiert
wurde der neue Standard vom Verband deutscher
Tonmeister e.V. Die Ausarbeitung erfolgte von der
Interessengemeinschaft Veranstaltungswirtschaft
e.V. Die Kompetenzziele der »Berufsspezialistinnen
far Tontechnik« sind auf Niveau 5 des Europdi-
schen Qualifikationsrahmens (EQR) angelegt.

www.sae.edu
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> WDR Filmhaus setzt auf Medien- und
Intercom-Netzwerk von Riedel

Hybride Processing-Plattform MediorNet HorizoN soll als Fundament fiir IP-

Infrastrukturen dienen.

Bild: Riedel Communications

Der Westdeutsche Rundfunk (WDR) hat sich bei
der Erneuerung der technischen Infrastruktur im
WDR Filmhaus in KéIn fur ein Medien- und Inter-
com-Netzwerk basierend auf Riedel-Technologie
entschieden. Im Rahmen einer &ffentlichen Aus-
schreibung Uberzeugte die Lésung des Hambur-
ger Systemintegrators MCI.

Das Filmhaus in der Kélner Innenstadt ist das jour-
nalistische und technische Herzstlick des WDR.
Rund 700 Mitarbeiterinnen und Mitarbeiter sollen
hier die reichweitenstérksten Programme des
WDR produzieren: von WDR 2 bis zur Aktuellen
Stunde, vom ARD Morgenmagazin bis zu Brenn-
punkten, den Zulieferungen fur die Tagesschau
und die digitalen Kandile.
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Das bestehende Filmhaus wird grundlegend sa-
niert, um das Gebdude an die heutigen und zu-
kanftigen Anforderungen der Medienproduktion
anzupassen und soll neben Blro- und Konferenz-
bereichen auch Redaktions-, Studio- und Aufnah-
merdume fur crossmediale Produktion beinhalten.

»Die erfolgreiche Partnerschaft mit Riedel hat be-
reits in zahlreichen Projekten Uberzeugt. Mit ihrem
Artist Intercom und MediorNet HorizoN setzen wir
bei der Erneuerung der technischen Infrastruktur
im WDR Filmhaus auf bewdhrte Qualitdt und Inno-
vation«, so Maximilion Below, GeschdéftsfUhrer Stu-
dio Hamburg MCI.
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Offnung zu einer umfassenden Medien-over-
IP-Infrastruktur

Die software-definierte MediorNet-Infrastruktur
mit MediorNet HorizoN, MicroN UHD und MicroN soll
es dem WDR ermdglichen, Audio- und Videosig-
nale (Baseband und IP) flexibel im Filmhaus zu
verteilen und soll auch leistungsstarke Multivie-
wing- und Processing-Funktionen abbilden.

Nachhaltigkeit und Zukunftssicherheit seien ent-
scheidend in diesem SchlUsselprojekt; da der WDR
eine Offnung hin zu einer umfassenden Medien-
over-IP-Infrastruktur anstrebe, spiele Riedels hyb-
ride Processingplattform MediorNet HorizoN eine
zentrale Rolle im Filmhaus, heidt es in einer aktu-
ellen Veroéffentlichung.

»MediorNet HorizoN gewdhrleistet, dass die neue
Infrastruktur im Filmhaus offen gegenuber zuktnf-
tigen Technologieentscheidungen bleibt«, so Pat-
rick Mandl, Product Manager Video, Riedel Com-
munications. »Mit seinen 128 IP-Gateways pro HE
fungiert es als Brlcke von der SDI-Welt in die of-
fene ST 2110-Umgebung und bietet dem WDR die
Méglichkeit, in den kommenden Jahren schritt-
weise und kosteneffizient innovative IP-Produkti-
onskomplexe zu integrieren.«

Das verteilte MediorNet-System erlaubt es dem
WDR, die Video-Kreuzschienen direkt zu den Sig-
nalquellen zu fGhren, und so auf kirzere Wegen die
Signale effizienter zu distribuieren. Zudem kann der
WDR dank MediorNets integrierter Glue-Features
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auf eine Vielzahl von Zusatzprodukten verzichten,
was nicht nur den Kosten- und Verkabelungsauf-
wand verringert, sondern auch die Uberwachung
im Fehlerfall vereinfacht.

Gebdudelbergreifende Kommunikation am
Standort Kdln

Beim Ausbau der Kommandoanlage im Filmhaus
setzt der WDR auf Artist-1024 und SmartPanels der
1200er-Serie, die mittels Trunking in das beste-
hende Intercom-Netzwerk des WDR integriert wer-
den. Dieses Artist-Netzwerk umfasst alle Produkti-
onsbereiche in der Kélner Innenstadt und ermdég-
licht dem WDR eine komplette gebdudelbergrei-
fende Kommunikation am Standort K&In.

»Die Vertiefung unserer Zusammenarbeit mit dem
WDR markiert einen aufregenden Meilenstein fur
uns«, so Marco Kraft, Regional Sales Director DACH,
Riedel Communications. »Wir freuen uns sehr,
dass wir diese renommierte Rundfunkanstalt da-
bei unterstitzen durfen, mit MediorNet HorizoN ihre
Vision einer flexiblen Medieninfrastruktur umzuset-
zen und zugleich ein zuverldssiges Fundament
beim Schritt Richtung IP-basierte Netzwerklésun-
gen zu bieten.«

www.riedel.net
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> zweiB aktualisiert auf neue Clipster-Version

Das Unternehmen setzt ab sofort fiir alle Mastering-Anwendungen auf

Clipster 6 MK 2 (Rohde & Schwarz).

R&S®CLIPSTER 6 MK 2_Web (Bild: Rohde & Schwarz)

zweiB setzt ab sofort fur alle Mastering-Anwen-
dungen auf Clipster 6 MK 2 (Rohde & Schwarz).
Das Unternehmen vor allem fur seine Kompetenz
im Mastering aller Formate fr Kino und Events be-
kannt. Die MUnchner unterstitzen grofe Filmfesti-
vals wie die Berlinale und stellen Equipment fur
groRe Produkteinfihrungen und Messen zur Verfu-

gung.

Seit den Anféngen des digitalen Kinos hat zweiB
dabei im Mastering den Clipster im Einsatz. Ob-
wohl das Unternehmen nach eigener Aussage
auch andere Lésungen ausprobiert hat, vertraut
es jetzt ausschlieBlich auf Clipster und hat seine
Installation auf die neueste Version, Clipster 6 MK 2,
aufgeruistet, heilt es in einer aktuellen Veroffentli-
chung.

»Ob es sich um ein groRes Filmfestival oder eine
prestigetréchtige Produkteinfihrung handelt, un-
sere Kunden mussen sich darauf verlassen kén-
nen, dass das Bild auf der Leinwand — und der be-
gleitende Ton — perfekt ist«, sagt Tammo Buhren,
Inhaber und Geschdftsfihrer von zweiB. Das sei
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» (LIPSTER -

der Grund, warum man Clipster einsetze. Es sei der
anerkannte Industriestandard, und er stelle sicher,
dass man Perfektion abliefere.

»Wir wollen unser Geschdaft zukunftssicher machen
und haben uns deshalb fur ein Upgrade auf die
neueste Version entschieden¢, fugt er hinzu. »Die
Standards in der Branche éndern sich schnell, und
das Gute an Rohde & Schwarz ist, dass sie ein ak-
tiver Teil dieses Prozesses sind.«

André Vent, Sales Manager Broadcast and Media
bei Rohde & Schwarz ergdnzt: »Wir haben eine
lange und enge Beziehung zu zweiB.« Daher freue
man sich, mit dem Unternehmen an der neuesten
Version von Clipster arbeiten kénnen. »zweiB ist ein
hervorragendes Beispiel fur ein kleines Unterneh-
men, das in seinem Fachgebiet sehr erfolgreich
ist, so Vent. Es zeige, dass Clipster auch fur klei-
nere Unternehmen die richtige Investition sei.

www.rohde-schwarz.com
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> Neue Partnerschaft: Logic und Comprimato

Vereinfachung von Workflows in der IP- und Cloud-basierten Medienpro-

duktion im Fokus.

Logic Media Solutions (Logic) und der Video-Pro-
cessing-Spezialist Comprimato gehen eine Part-
nerschaft ein. Ziel sei die Vereinfachung von Work-
flows in der IP- und Cloud-basierten Produktion
von Medieninhalten. Logic nutzt die Tools und das
Know-how des tschechischen Software-Anbieters
rund um Encoding, Transcoding und Decoding bei
der Umsetzung ihrer IP-basierten und in AWS an-
gesiedelte Projekte. In Live-Video-Anwendungen,
die IP-basiert, hybrid oder komplett in der Cloud
abgewickelt werden, seien die Kodierung und For-
matwandlung SchlUsselaspekte, um die Signal-
verarbeitung, Verteilung und Distribution schnell
und mit geringer Latenz sicherzustellen, so Logic in
einer aktuellen Verédffentlichung. Durch die Tools
von Comprimato Uberwinde man in diesen Pro-
duktionsumgebungen bestehendes Silodenken
und Reibungspunkte, die durch proprietére For-
mate entstehen kénnen.

Im Fokus der Partnerschaft stehen zwei Anwen-
dungsfdlle. Zum einen Projekte im Umfeld von
ST2110-Netzwerken in Verbindung mit VideolPath
(Nevion) und NDI, zum anderen Media Workflows
in AWS Elemental MediaConnect (EMX) bei denen
Portal (Logic) involviert ist.

ST2110-Netzwerke

Der »Twenty-One Encoder« von Comprimato ist
eine software-basierte ST2110 Encoder- sowie De-
coder-Anwendung, mit der ST2110-Netzwerke an
NDI-Inseln oder direkt an NDI-Mischer wie Ampp
(Grass valley) oder Vectar (Vizrt) angebunden
werden kénnen. Der Encoder biete eine mdéchtige
Performance mit bis zu 16x 1080i oder 8x 1080p-
Kandlen in einem schlanken 1RU-Gerdt mit vielen
weiteren Codecs und Protokollen, wie etwa JPEG-
XS TRO7 fur Live-Video-Kontribution und Remote
Production.
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Bild: Logic Media Solutions / Comprimato

AWS Elemental MediaConnect (EMX)

In einer Produktionsumgebung in AWS Elemental
MediaConnect (EMX) bietet der Encoder weitere
Features. User kdbnnen mit dem Tool den Service
AWS MediaConnect als Senke aus einem ST2110-
Netzwerk ansprechen. Um dies zu realisieren,
transcodiert das Gerat ST2110-Streams zum Bei-
spiel nach H.264 auf Basis des SRT-Protokolls.

Eine weitere Anwendung mit AWS EMX realisiert
Logic mit dem »Live Standards Conversion«-Tool
von Comprimato in Verbindung mit Portal. Live
Standards Conversion erméglicht eine flexible, be-
wegungsausgleichende  Frameraten-Umwand-
lung und Kodierung innerhalb eines AWS-EMX-
Workflows. Ist das Signal bereits in AWS EMX vor-
handen und der Taker bevorzugt ein anderes For-
mat, deployed PORTAL eine Infrastruktur in AWS
EMX, die das Signal in den Wunsch-Codec oder
das Wunschformat wandelt. Die gilt auch bei Aus-
lieferung als primdre Distribution an unterschied-
liche Taker, die verschiedene Formate wlinschen.

Durch die Verbindung von Live Standards Conver-
sion mit Portal werde das Konzept eines »forced
Output« bei AWS erstellt, sodass Ausgénge in AWS
EMX mit einem Wunschformat und Codec verse-
hen werden und Portal durch Analyse des Ein-
gangssignals das Ausgangssignal entsprechend
live wandelt. Portal werde dabei direkt im AWS-
Account der Kunden implementiert, sodass keine
zusatzlichen AWS-Kosten bei Portal entstiinden.

www.comprimato.com

www.portal.logic.tv
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> DVB-Ilin der Praxis

Die Deutsche TV-Plattform hat eine umfassende Ubersicht zu méglichen

Anwendungsfdllen fiir den neuen DVB-I-Standard veréffentlicht.

Die Deutsche TV-Plattform hat kurzlich eine um-
fassende Ubersicht zu méglichen Anwendungs-
fallen far den neuen DVB-I-Standard verdffent-
licht. Das Dokument, richtet sich an Akteure ent-
lang der gesamten TV-Wertschdpfungskette so-
wie an Endkunden und zielt besonders auf Ent-
scheider in Unternehmen ab. Ziel sei es, die Poten-
ziale der DVB-I-Technologie aufzuzeigen und de-
ren Vorteile fur die verschiedenen Marktteilnehmer
zu verdeutlichen.

Bild: Karolina Grabowska, pexels.com

Hauptmerkmale von DVB-I

DVB-I, oder Digital Video Broadcasting — Internet
kombiniert die Verl@sslichkeit und Qualitéit des
klassischen Fernsehens mit der Flexibilitéit und den
Mdglichkeiten des Internets. Dadurch kénnen In-
halte sowohl linear als auch on-demand bereit-
gestellt werden, was eine nahtlose Integration und
Nutzung Uber verschiedene Endgerdte hinweg er-
mdglicht. So zeichnet sich DVB-I durch folgende
Merkmale aus:

e Hybride TV-Erfahrung: DVB-I erméglicht eine
Kombination von linearem Fernsehen mit On-
Demand-Inhalten. Zuschauer kébnnen nahtlos
zwischen traditionellen Fernsehkandlen und
Streaming-Inhalten wechseln.

¢ Plattformunabhdngigkeit: Der Standard ist so
konzipiert, dass er auf verschiedenen Gerdten

FKTG Journal

33

und Plattformen funktioniert, etwa Smart-TVs,
Tablets, Smartphones und Computer.

e Hochwertige Ubertragung: DVB-I bietet die
Moéglichkeit, Inhalte in HD und Ultra HD zu
streamen. Es unterstUtzt auch moderne, im-
mersive Audiostandards wie Dolby Atmos.

¢ Interaktive Dienste: DVB-I unterstitzt interak-
tive Funktionen wie personalisierte Empfeh-
lungen, erweiterte Programmfuhrer und inter-
aktive Anwendungen.

e Barrierefreiheit: Der Standard férdert die Inklu-
sion durch die Unterstitzung von Untertiteln,
Audiodeskriptionen und anderen barriere-
freien Funktionen.

e Flexibilitat fur Inhalteanbieter: Inhalteanbieter
kébnnen ihre Programme direkt Gber das Inter-
net verbreiten, was ihnen gréRere Flexibilitét
und Kontrolle Gber die Verteilung ihrer Inhalte
gibt.

Vorteile von DVB-I

DVB-I hat vor allem eine verbesserte Benutzerer-
fahrung im Blick. Zuschauer kénnen dank einer
optimierten Schnittstelle und erweiterten Funktio-
nen wie personalisierten Empfehlungen, verbes-
serter Suche und interaktiven Diensten ein indivi-
dualisiertes TV-Erlebnis genielen. Fur die Markt-
teilnehmer bedeutet dies neue Moglichkeiten zur
Monetarisierung und eine engere Kundenbindung.

Weitere Informationen

Die Broschure der DTVP kann
hier heruntergeladen werden:
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> bG Broadcast: Aktuelle Tests und neuer Pilot

Die ARD testet 56 wdhrend EURO 2024 und Olympischen Spielen. Media
Broadcast startet neues Pilotprojekt in Halle (Saale).

Bild: Gerd Altmann, Pixabay

Nach bisherigen 5G Broadcast-Tests einzelner
Rundfunkanstalten senden erstmals die vier ARD-
Medienhduser BR, NDR, RBB und SWR gemeinsam
wdhrend der FuBball-Europameisterschaft EURO
2024 und der Olympischen Spiele Video-Live-
Streams Uber 5G Broadcast.

Dabei sollen auch Uber das Hauptprogramm hin-
ausgehende Inhalte gesendet werden. Die Test-
Ubertragungen sollen in Berlin, Hamburg, Min-
chen, Stuttgart und Halle/Saale stattfinden. Theo-
retisch sollen damit rund acht Millionen Menschen
in Deutschland mit einigen wenigen Senderstand-
orten erreicht werden, so der NDR in einer aktuellen
Veroffentlichung. Die Ubertragungen nur mit
Smartphones zu empfangen, die schon fir das
neue 5G Broadcast-Netz geeignet sind.

Die Testausstrahlungen der Live-Streams zur Fuk-
ball-Europameisterschaft und zu den Olympi-
schen Spielen erfolgen in Kooperation mit Media
Broadcast und soll Erkenntnisse liefern, die spdter
in die Entscheidung Uber eine mégliche ARD-weite
Einfuhrung der Technologie einflieBen, heit es.

Startschuss fiir 56 Broadcast-Pilotprojekt in
Halle (Saale) im August

Die Medienanstalt Sachsen-Anhalt hatte digital-
terrestrische Ubertragungskapazitdten fur die Er-
probung der Verbreitung von Fernsehprogram-
men im 5G Broadcast-Standard ausgeschrieben.

FKTG Journal

34

Media Broadcast wird nach der Zuweisungsent-
scheidung der Versammlung der MSA nun erste
Testausstrahlungen am Standort Halle (dele)
vornehmen, um dann im August offiziell den Pilot-
betrieb zu starten.

5G Broadcast basiert auf dem 5G-Standard, ist
jedoch im Gegensatz zum bekannten Mobilfunk-
5G eine Rundfunktechnologie, die eine Punkt-zu-
Multipunkt-Verbreitung erméglicht. Daraus resul-
tiert der Vorteil, dass die Empfangsqualitdt anders
als bei Mobilfunkzellen auch bei sehr hohen Nut-
zerzahlen gleichbleibend hoch ist. Da die Netzpla-
nungen auf den bewdhrten hohen und sehr leis-
tungsstarken Sendestandorten beruhen (high
power / high tower) kann die bisherige Stérke des
terrestrischen Rundfunks weiterhin genutzt wer-
den: sehr resiliente Infrastruktur fur ausfallsicheren
Empfang auch im Katastrophenfall.

Das Pilotprojekt dient zum Testen verschiedener
Merkmale des neuen Ubertragungsweges. So soll
nicht nur der Empfang von audiovisuellen Inhalten
auf mobilen 5G-Endgeréiten unabhdngig von
WLAN, Internet und Mobilfunk erprobt werden.
Auch die technische Reichweite, die Empfangs-
qualitét und Empfangsstabilitét werden im Verlauf
des Betriebs getestet und bewertet. Das Ver-
suchsprojekt soll besonders allen Interessierten
die Méglichkeit bieten, sich aktiv mit der neuen
Technologie zu befassen und diese zum Beispiel
auf ihren Mehrwert fir die eigene Distributions-
strategie zu testen.

Media Broadcast beschdftigt sich seit einiger Zeit
mit der 5G Broadcast-Technologie. So war das
Unternehmen zusammen mit dem SWR am 5G
Broadcast-Pilotprojekt »5G Media2Go« in Stuttgart
beteiligt und betreibt aktuell zusammen mit dem
NDR in Hamburg einen 5G Broadcast-Piloten.
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> 5G Broadcast: Studie belegt hohes

Verbraucherinteresse

Der Zugriff auf lineare Fernsehprogramme unterwegs steht bei den Befrag-

ten hoch im Kurs.

Bild: Porapak Apichodilok, pexels.com

Eine aktuelle Studie zeigt ein hohes Interesse an 5G
Broadcast. Bereits heute konsumierten 12 Prozent
der Befragten klassische Fernsehprogramme tég-
lich auBer Haus. Es sei zu erwarten, dass mit 5G
Broadcast diese Nutzung deutlich ansteigen
werde, heift es in einer Verodffentlichung von Me-
dia Broadcast. Laut der Studie kénnen sich zwei
Drittel der Befragten 5G Broadcast im Sinne von
»Fernsehen To Go« gut als Alternative zum
Streaming Uber das Internet vorstellen. Konkret in
Bezug auf Formate, die unterwegs genutzt werden
kénnten, ist das Interesse an der Nutzung von line-
aren Fernsehinhalten am stérksten ausgeprégt.

Zwei Drittel der Befragten sind an 5G Broadcast als
»Fernsehen To Go« interessiert, 36 Prozent geben
sogar an, sehr interessiert zu sein. Dabei sind die
Nutzung ohne Mobilfunknetz oder WLAN, die stabile
Ubertragung ohne Uberlastung des Netzes, die
fehlende Notwendigkeit von Zusatzequipment
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sowie die gunstige Nutzung ohne Verbrauch von
Datenvolumen die relevantesten Features.

5G Broadcast belastet nicht das Datenvolumen
des Mobilfunkkunden. Deshalb geben 68 Prozent
der Nutzungsinteressierten an, unterwegs Uber
diesen neuen Empfangsweg héaufiger Live-Fernse-
hinhalte, also lineares TV, konsumieren zu wollen,
28 Prozent wlrden dies sogar deutlich hé&ufiger
tun. In Bezug auf konkrete Inhalte ist das Interesse
an klassischem Fernsehen am héchsten. 61 Pro-
zent der Studienteilnehmenden mit Nutzungsinte-
resse an 5G Broadcast wirden lineare Fernseh-
programme der &ffentlich-rechtlichen und priva-
ten Anbieter nutzen.

Ausgabe 2 | 2024



Fernsehen To-Go: Interesse

Interesse Produkt

m sehr interessant

= eher interessant

62% wiirden das Angebot
wahrscheinlich nutzen (Top2)

84% empfinden Fernsehen To-Go
zudem als ,neu und anders” (Top2)

Relevanz Features

Nutzung ohne Mobilfunknetz oder WLAN 51 25 76
Stabile Ubertragung ohne Uberlastung des
Netzes, an Uberfiiliten Orten /im K f 51 24 75
Kein i nétig (z.8. 51 23 B
Giinstig, da keine SIM-Karte bendtigt wird und
kein Datenvolumen verbraucht wird 50 24 75
Einfache Bedienung Uber eine App 47 28 75
Sicherer Ubertragungsweg,
da unabhangig vom ffentiichen WLAN 50 24 We
0 ohne
ive und in Echtzeit (z.8. bei Torjubel) 45 27 72
Live Fernsehen {berall per Smartphone/Tablet 39 27 66
Griin, durch gute CO2 Bilanz 33 28 62

= Sehr relevant = Etwas relevant

I(ANTAR Frage: Wie interessant finden Sie ,Fernsehen To-Go" als Angebot fiir
den Live Fernsehemfang auf dem Smartphone oder Tablet generell) /
Und wie relevant sind die einzelnen Vorteile von , Fernsehen To-Go”
fiir Sie personlich?; Angaben in Prozent
Basis: Onliner 16-69 Jahre in Deutschland (n = 2.027)

Rund zwei Drittel der Befragten interessieren sich fur
»Fernsehen To Go« (Quelle: Kantar / Media Broadcast)

Weitere Ergebnisse der Studie zeigen, dass die
Nutzung von 5G Broadcast am ehesten in typi-
schen Alltagssituationen von Interesse ist. Vor al-
lem wdhrend Wartezeiten an Bahnhéfen, Flugha-
fen oder beim Arzt (58 Prozent), unterwegs mit
Bus oder Bahn (52 Prozent) oder in Parks oder an-
deren offentlichen Platzen (37 Prozent) kénnen
sich die 5G Broadcast Nutzungsinteressierten die
Nutzung von »Fernsehen To-Go« vorstellen.

»Die Studie bestdrkt uns, dass wir mit 5G
Broadcast als nheuem Verbreitungsweg fur Rund-
funk auf dem richtigen Weg sind«, so Francie Pet-
rick, Geschdaftsfuhrerin der Media Broadcast. »Mit
unserem 5G Broadcast Pilot in Halle (Saale) bie-
ten wir jetzt allen Interessierten die Gelegenheit,
die Zukunftstechnologie auf ihre individuellen Be-

durfnisse zu testen«.

FKTG Journal

36

Perspektivisch genutzte Inhalte

Perspektivisch haufigere Nutzung
von Live Inhalten unterwegs

m Ja, deutlich haufiger

m Ja, haufiger

68%

In etwa gleich viel

Nein, (deutlich) weniger

Perspektivische Nutzung von Inhalten unterwegs

Das klassische Live Fernsehen (z.B. das 6
Programm von ARD, ZDF, RTL,...)

Sportereignisse 7
(2.B. FuBBbalispiele, Olympische Spiele)

Social Media Live Streams 5
(2.8. auf YouTube, Instagram, TikTok)

Unterhaltungsshows
(2.8. Eurovision Song Contest)

Fernsehinhalte im Hochformat
statt im Gblichen Querformat

Gaming-Inhalte
(2.B. auf Twitch.tv)

- n n
(=3 (=)
> IS

KANTAR Frage: ,Fernsehen To-Go" wiirden Ihr Datenvolumen nicht belasten.
Wiirden Sie dann Live Fernsehinhalte unterwegs auf Ihrem
Smartphone oder Tablet schauen, als Sie es aktuell tun? / Und was
wiirden Sie dann auRer Haus bzw. unterwegs nutzen?; Angaben in
Prozent
Basis: Perdsonen mit Nutzungsinteresse (n = 1.254)

Den Zugriff auf Live-Inhalte des linearen Fernsehens
kann sich ein groRer Teil der Befragten vorstellen
(Quelle: Kantar | Media Broadcast)

Die Befragung wurde vom Marktforschungsinstitut
Kantar im Auftrag von Media Broadcast und mit
Unterstitzung der ARD-Rundfunkanstalten BR,
NDR, rbb und SWR durchgefuhrt. Sie richtete sich
an Personen ab 16 Jahren und erfolgte im Zeit-
raum von Ende April bis Anfang Mai 2024. Uber
2.000 Befragte haben an der représentativen On-
line-Befragung teilgenommen. Mit der Studie soll-
ten Erkenntnisse zum Interesse der Bevélkerung an
5G Broadcast gewonnen werden. Die Ergebnisse
liefern einen Einblick, inwieweit Verbraucherinnen
und Verbraucher einen Mehrwert in 5G Broadcast
far ihre persdnliche Nutzung sehen.

www.media-broadcast.com
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> Modernisierung der WDR Landesstudios:

Erfolgreicher Schlussakt in Bonn

Neun der elf Landesstudios des WDR wurden modernisiert.

Bild: WDR/Ben Knabe

Am 10. Juni 2024 wurde das neue WDR Landesstu-
dio Bonn feierlich on-air geschaltet. Damit mar-
kierte die ehemalige Bundeshauptstadt den Ab-
schluss der umfassenden Modernisierungsphase
von neun der elf Landesstudios des WDR, die im
Jahr 2020 mit dem Landesstudio Duisburg begon-
nen hatte. Neben Bonn und Duisburg wurden die
Standorte Wuppertal, Siegen, Dortmund, Essen,
Bielefeld, Aachen und Munster sukzessive auf den
neuesten Stand der Technik gebracht und fur eine
zukunftssichere, crossmediale Produktion gerus-
tet. Die zentralen Standorte Kéln und Dusseldorf
nehmen aufgrund der gréReren Produktionszu-
sammenhdnge eine Sonderrolle ein.

Das Gesamtkonzept: Flexibel, modular und
UHD-féihig

Das zentrale Ziel der Modernisierung war es, die
bisher getrennten Bereiche Hoérfunk, Fernsehen
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und Online zusammenzuflUhren und eine effiziente,
crossmediale Produktionsumgebung zu schaffen.
Dazu wurden an allen Standorten drei parallel
sendefdéihige Presenterflchen eingerichtet und
multifunktionale  Arbeitsplétze installiert. Das
Thema Vernetzung stand im Fokus: Modulare,
skalierbare Systeme wurden implementiert, um
eine flexible Produktion zu erméglichen. Auerdem
wurde die Infrastruktur mit der Umrlstung auf 12G
SDI Single Link UHD-Technik an zukunftige Anfor-

derungen der UHD-Produktion angepasst.

Die Planung und Realisierung der Installation und
Inbetriebnahme der Studios Ubernahm Studio
Hamburg MCI als Generalunternehmer.

Technik und Ausstattung

Im Rahmen der Modernisierung wurde der Regie-
raum neu geplant und gestaltet sowie mit vier
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Arbeitspldtzen ausgestattet. Dies umfasste unter
anderem den Einsatz einer Ross Ultrix-Videokreuz-
schiene und eines Ross Video Carbonite Black Plus
12G+-Bildmischers sowie Grafiksystemen von
Avid, um far eine mdgliche Produktion in UHD ge-
rdstet zu sein. FUr die passende Audioqualitét sor-
gen ein Stagetec Auratus Audio-Mischpult und die
passende Stagetec Nexus Audio-Kreuzschiene.
Zudem werden fur klassische Studioproduktionen
Ikegami UHD-Boxkameras auf Hubséulen der
Firma Vitec Group verwendet, die durch den
schwenk- und neigbaren Kopf auf jede Bewegung
der Moderatoren flexibel per Remote aus der Regie
steuerbar sind.

Far den Selbstfahrerbetrieb stattete man zwei
neue Presenterfldichen mit Yellowtec Intellimix-
Mischpulten aus. Die Bedienung der Studiotechnik
wird durch das IP-basierte vsm Studio-Steue-
rungs-System von Lawo vereinfacht, das alle
wichtigen Parameter in Echtzeit bereitstellt und zu-
gdnglich macht. Zudem wurden die wesentlichen
Arbeitsplétze mit KVM-Systemen (G&D) ausge-
stattet.

Ein wesentlicher Bestandteil der Modernisierung
war auch die Einbindung der Landesstudios in die
zentrale Austauschplattform (ZAP), die auf den
Systemen VPMS und IBM Arema basiert und im
gesamten WDR fur die filebasierte Produktion ge-
nutzt wird. Die Landesstudios wurden im Rahmen
des Projektes mit ihren Schnittplétzen, sowie In-
gest- und Playout-Servern vollstéindig in die ZAP
integriert. Die Schnittpldtze sind an ein zentrales
Avid Nexis-Produktionssystem in Koéln ange-
schlossen und ermdglichen dank Darkfiber-An-

bindungen nahezu latenzfreie Arbeitsabldufe.

Far das Playout in den Landesstudios wird die HMS
ClipBox genutzt. Die Wiedergabe von Fill- und Key-
Signalen an den Bildmischer ist ebenfalls méglich.
Durch eine MOS-Anbindung an OpenMedia wird
auch der etablierte Platzhalter-Workflow des WDR
untersttzt. Dabei werden Beitrége und deren Me-
dienobjekte in OpenMedia angelegt. Der Playout-
Server Ubernimmt das Management und die Ver-
knlpfung der Medienobjekte mit Clips. Im finalen
Schritt stellt OpenMedia per MOS einen Sendeplan
far das Playout bereit. Bedient wird ClipBox haupt-
sdchlich per Fernsteuerung Uber den Bildmischer,
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so dass Playout und Bildmischung an einem Ar-
beitsplatz vereint werden konnten.

Besonderheiten des Studios in Bonn

Wdhrend die Ubrigen Studios wéhrend des laufen-
den Betriebs modernisiert werden konnten, war
das Studio in Bonn eine Ausnahme. Hier musste
ein ehemaliges BuUrogebdude komplett fur die
Nutzung als Medienstandort erschlossen werden.
Dies umfasste die Erneuerung der Deckenkon-
struktion, den Einbau einer geeigneten Klimaan-
lage, die Anpassung der Beleuchtung und die
komplette Neugestaltung der Dekoration. Dabei
wurde der Umzug aus den alten RGumlichkeiten
und die Inbetriebnahme des neuen Studios inner-
halb eines einzigen Wochenendes abgeschlossen.

Umriistung erleichtert standortiibergreifende
Zusammenarbeit

Die zentrale Anbindung an die ZAP und die Moder-
nisierung der Studiotechnik ermdéglichen eine fle-
xible und ortsunabhdngige Verarbeitung und Be-
reitstellung von Inhalten in allen géingigen Forma-
ten und Auflésungen, was den aktuellen crossme-
dialen Anforderungen gerecht wird. Das Landes-
studio Bonn sowie die weiteren modernisierten
Landesstudios sind nun im Sendebetrieb. Produ-
ziert und gesendet wird aktuell noch in HD-Quali-
tat (1080p). Mit der Erweiterung der Verbreitungs-
wege besteht in Zukunft die Méglichkeit, das Pro-
gramm auch in UHD-Qualitét anzubieten.

Neben den rein technischen Verbesserungen bie-
ten die einheitliche Ausstattung und die identi-
schen Workflows in allen modernisierten Studios
aber fur Redaktion und Technik auch ganz neue
Mdoglichkeiten der Zusammenarbeit. So kénnen sie
bei Bedarf, etwa im Havariefall, problemlos zwi-
schen den Studios wechseln und sich gegenseitig
noch besser unterstttzen. Dies erhéht die Flexibili-
tat und Effizienz in der Produktion erheblich.

Autorin: Angela Bunger
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Forschung und Technologie

> Filmuniversitdt KONRAD WOLF mit VR-Projekt
nEisenstein’s House«

Fir ein Forschungsprojekt wurde die Wohnung des sowjetischen Regisseurs

Sergei Eisenstein in Virtueller Realitét rekonstruiert.

Bild: © Tatiana Brandrup, Animationen: Alexei Tcherny

Fr das Forschungsprojekt »Kollisionen - Medien-
kollisionen als Innovationstreiber fir neue Zu-
gdénge zum Kulturerbe« wurde die Wohnung des
sowjetischen Regisseurs Sergei Eisenstein an der
Filmuniversitét KONRAD WOLF in Virtueller Realitét
rekonstruiert. Am 18. April sollen das Projekt, die
dazugehdrige Website und VR-Erfahrung erstmals
der Offentlichkeit présentiert werden.

Wie kénnen digitale Technologien einen Ort, den
es nicht mehr gibt, zu neuem Leben erwecken?
Kénnen wir diesen Erfahrungsraum sinnlich er-
schlieBen? Kénnen wir ihn gleichzeitig intellektuell
erkunden?

Ein Team unter der Leitung von Tatiana Brandrup,
Gastprofessorin an der Filmuniversitat, und von
Prof. Marian Dork, Fachhochschule Potsdam, hat
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sich im Rahmen des wissenschaftlich-kunstleri-
schen Forschungsprojekts »Kollisionen« — ein Ko-
operationsprojekt mit der FH Potsdam, geférdert
aus Mitteln des Europdischen Fonds fur regionale
Entwicklung und des Landes Brandenburg (EFRE)
— der Frage gewidmet, wie das gedankliche Uni-
versum Sergei Eisensteins und seine Lebensrdume
far die Forschung aber auch far eine interessierte
Offentlichkeit zugénglich gemacht werden kén-
nen. Gleichsam erforschte das multidisziplinére
Team neue digitale Formen der Darstellung und
Visualisierung kultureller Sammlungen — in Virtual
Reality (VR), Informationsvisualisierung (InfoVis)
und 3D-Sound.
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»Eisensteins Relevanz als sowjetischer Kunstler fur
unsere Zeit liegt nicht nur in seiner Position als ei-
ner der GrUndervater der europdischen Avant-
garde. Sein Versténdnis von kultureller Vielfalt ist
gerade in der heutigen Welt hochaktuell: In Eisen-
steins Universum begegnet man der Gedanken-
welt anderer groRer Geister Europas, Amerikas
und Asiens. Seine kunstlerische Vision war zum
Beispiel verwandt mit der Arbeit der Koryphde der
Peking-Oper, Mei Lan Fang, des Iren James Joyce,
des mexikanischen Malers Jose Clemente Orozco
und des afroamerikanischen Schauspielers Paul
Robeson. Die Formulierung neuer gesellschaftli-
cher Visionen Uber alle Grenzen hinweg ist immer
noch eine der zentralen Aufgaben von Kunst. Auch
das beginnende 20.Jahrhundert war eine Zeit der
Suche nach Utopien. Diese Atmosphdre des Auf-
bruchs und der Méglichkeit wollen wir zugénglich
machen«, so Tatiana Brandrup.

In einer aktuellen Veroéffentlichung der Filmuniver-
sitét heilt es, die Wohnung Eisensteins zeuge von
den umfangreichen Interessen und Entdeckungen
des Forschers, »Enzyklopddisten« und Erneuerers —
sie sei nicht nur Wohnsitz, sondern ein kUnstleri-
sches Labor gewesen - gleich einer Installation, ei-
ner »Montage« aus Objekten, Bildern und Fotos.

Der Filmhistoriker Naum Kleiman baute nicht nur
das Sergei-Eisenstein-Archiv auf, sondern entwi-
ckelte dessen Wohnung uber Jahrzehnte zu einem
lebendigen Zentrum der Eisenstein-Forschung.
»Sergei Eisenstein wurde nicht wie Bach far hun-
dert Jahre vergessen. Aber fur vierzig Jahre war er
in die Ferne gertickt. Er war »nicht aktuell« (...) Die
ganz junge Generation, die digital arbeitet, sieht
Eisensteins Ideen mit anderen Augen. Sie hat
plétzlich wieder Interesse an der Theorie des Films
und beginnt, seine Filme zitieren und Bulcher zu le-
sen. Es weckt Hoffnung«, so Naum Kleiman zum
wiedererwachten Interesse an Eisenstein. Die Eu-
ropgische Filmakademie erklérte »Eisenstein’s
House« schlieBlich zum Weltkulturerbe. Doch im
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Zuge der politisch bedingten Demontage des
Moskauer Filmmuseums wurde die zugehdrige
Wohnung 2018 aufgelést.

Projektvorstellung: Sergei Eisenstein und sein
nglobal village«

Unter diesem Titel lud »Kollisionen« am 18. April von
16.30 — 18.00 Uhr alle Interessierten ein ins Atrium
der Filmuniversitdt Babelsberg KONRAD WOLF
(Marlene-Dietrich-Allee 11, 14482 Potsdam) zur
Projekt-Présentation mit Kurz-Vortrédgen, Film-
Ausschnitten und einem Podiums-Gesprdch mit
Projektleiterin Tatiana Brandrup (Filmuniversitdt),
Prof. Marian Dork (FH Potsdam), Naum Kleiman
(ehemaliger Direktor des Moskauer Filmmuseums
und Tréger der Ehrenprofessur der Filmuniversit&t
Babelsberg KONRAD WOLF) sowie Vera Rumy-
antseva Kleiman (Kurotorin der Eisenstein Woh-
nung). Es moderierte Ulrich Gregor.

Die zugehdorige Projekt-Website und die VR-Erfah-
rung wurden an diesem Abend vorgestellt. Auch
nach der Veranstaltung ist die VR-Erfahrung an
der Filmuniversitat zugénglich.

Weitere Informationen:

Zur Projekt-Website
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> Drahtlose 360° Studioproduktion

5G fir einen kabel- & reibungslosen Produktionsablauf
Autoren: Lukas Scheunert (Media Broadcast), Benjamin Wabel (WDR), Dr. Rolf Lakomy (Media Broadcast)

Einfihrung

Im Produktionsbetrieb des Westdeutschen Rund-
funk (WDR) werden Funksysteme bereits in gro-
Rem Umfang eingesetzt. Angefangen vom Einsatz
drahtloser Kameras zur Ubertragung der Bildsig-
nale Uber die Beitragsrickspielung und Live-Be-
richterstattung mit Hilfe von Mobilfunknetzen bei
AuBenibertragungen (LiveU, MuPro App), funkge-
steuerte Kameradrohnen, drahtlose Mikrofone und
Audiomonitoring bis hin zur drahtlosen Teamkom-
munikation und der Fernsteuerung der Blende am
Set. Funksysteme ermdéglichen im Produktionsum-
feld effizientere Produktionsabléufe und andere
Darstellungsformen als drahtgebundene Anwen-
dungen.

Projektziele

Im WDR Innovationsprojekt wurde der aktuelle
Stand der Technik hinsichtlich moderner Funksys-
teme far Produktionsanwendungen prototypisch
in einem Studiogebd&ude in Bocklemind erprobt.
Hauptaugenmerk lag auf der Evaluierung des Po-
tenzials im Bereich

von 5G-Campusnetzen

»Drahtloses Studio«. Dazu wurde durch Media
Broadcast testweise Indoor im Studio BS2 in Bock-
lemund im Rahmen einer Machbarkeitsstudie ein
5G SA-(Standalone) -Campusnetz aufgebaut. Die

5G-Versorgung erfolgte Uber zwei Funkzellen:

¢ Eine Funkzelle versorgte das Studio und
e eine weitere Funkzelle das angrenzende Foyer.

Die Erprobung erfolgte zunéichst anhand von zwei
Anwendungsfdllen, némlich:

e latenzarme ortsunabhdngig einsetzbare
drahtlose Kamera sowie
e drahtlos angebundener Studiomonitor.

Im Anwendungsfall der drahtlosen Kamera sollte
diese mit moglichst geringer Latenz im Uber-
gangsbereich des Studios zum Foyer oder in Teil-
bereichen der beiden o.g. Funkzellen eingesetzt
werden. Dabei sollte eine unterbrechungsfreie
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Ubertragung beim Wechsel zwischen den ver-
schiedenen Empfangsstellen méglich sein. Im Fall
des drahtlos angebundenen Monitors war das Ziel,
mindestens einen Monitor zu betreiben, der alter-
nativ das Signal des Studioausgangs, ein Tele-
promptersignal bzw. eine MAZ anzeigen konnte.

Erweitert wurde im Projektverlauf der Aufbau einer
360°-Studioproduktion. Hier war das Ziel, eine Pro-
duktionsumgebung zu realisieren, bei der sédmtli-
che Kameras vollstéindig drahtlos funktionieren.
Dies beinhaltete auch mobile Stativkameras, die
normalerweise sowohl eine kabelgebundene Sig-
nalzufiihrung als auch Stromkabel benétigen.

Die Umsetzung ermoglicht aufgrund des uneinge-
schrénkten Bewegungsbereichs der Stativkame-
in  360°-Kulissen.
Dartber hinaus sind keine Kabelhilfen mehr not-

ras neue Produktionsformen

wendig.

Hintergrund

Um die Anforderungen eines flussigen und flexib-
len Produktionsablaufs mit sechs verschiedenen
Kamerapositionen zu erflllen, wurden ein 5G-
Campusnetz mit einer Bandbreite von 100 MHz im
Frequenzbereich von 37 - 38 GHz (n78) sowie
verschiedene 5G-taugliche Endgerdte wie z. B. ein
Haivision Encoder, ein Nokia Router und Samsung
Galaxy Tablets genutzt.

Das fur 5G-Campusnetze in Deutschland rele-
vante Frequenzband n78 ist fur den TDD-Betrieb
(Time Division Duplex) sperifiziert. Im TDD-Modus
kénnen bestimmte Time Slots dem DL (Downlink)
und andere dem UL (Uplink) zugeordnet werden.
Das Feature wird als DL-UL-Slot-Konfiguration
oder als TDD-Pattern bezeichnet. Neben den aus-
schlieBlich far den DL und UL vorgesehenen Slots
wird ein s-Slot (Special Slot) zur Ubertragung von
DL- und UL-Symbolen sowie als Guard Period zwi-
schen beiden Symboltypen genutzt (siehe dazu
Abbildung 1).
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Zur Vermeidung von Cross Link-Interferenzen zwi-
schen einem 5G-Campusnetz und dem unterhalb
von 3,7 GHz angrenzenden TDD-Band des 6ffentli-
chen Telekom 5G-Mobilfunknetzes wird das 5G-
Campusnetz in der Regel mit dem im &ffentlichen
Mobilfunknetz verwendete TDD-Pattern von 4:]
synchronisiert.

Slots

1o o]e 1o ojo o5y,

[
Ll

Zeit

Abbildung 1: 5G-TDD-Pattern 4:1
nach 3GPP TS 38. 213.

In dem durch Media Broadcast betriebenen 5G-
Campusnetz wurde im Projektverlauf aufgrund
seines abgeschirmten Indoor-Betriebs das Ver-
hdltnis von Downlink zu Uplink zugunsten des Up-
links angepasst. Die Anpassung war zwingend er-
forderlich, um die drahtlose Ubertragung weiterer
Kamerasignale zu ermdoglichen, ohne dabei die
Netzkapazitét voll auszureizen.

In der Zusammenarbeit zwischen NOKIA, dem WDR
und Media Broadcast konnten mit 7:3 und 6:4 zwei
gegenulber 4:1 Uplink-lastigere TDD-Pattern ein-
gestellt werden:

Das in Abbildung 2 gezeigte TDD-Pattern 7:3 er-
mdglicht im Vergleich zum Pattern 4:1 eine um
50 % hohere UL-Kapazitét.

Das TDD-Pattern 6:4 mit einem noch ausgegli-
cheneren Downlink- zu Uplink-Verhdltnis wurde
zwar getestet, konnte sich aber auf Grund fehlen-
der Endgerdtekompatibilitét zum Zeitpunkt der
technischen Tests nicht durchsetzen.

< Slots < Slots > ‘
Zeit i

Abbildung 2: 5G-TDD-Pattern 7:3
nach 3GPP TS 38. 213.
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Hinweis: Eine Anpassung des TDD-Patterns auf
DL/UL-Verhdltnisse ungleich 4.1 kann nur Indoor
erfolgen, um eine Stérung des benachbarten Te-
lekom 5G-TDD-Bands zu vermeiden ( Cross-Link-
Interferenz).

Durchflihrung

Mit Gerdtekomponenten der Firma NOKIA wurden
zwei Funkzellen realisiert:

e Die 5G-Versorgung des Studios erfolgte Uber
zwei pRRHs (pico Remote Radio Head) und
e die 5G-Versorgung des Foyers Uber ein pRRH.

Das Netzdesign lieferte wertvolle Erkenntnisse zum
Handover-Verhalten der mit dem Campusnetz
verbundenen Kameras und Monitore.

Mit dem Aufbau und dem Betrieb des 5G-Cam-
pusnetzes durch Media Broadcast in der Umge-
bung des Kélner Treffs in der BS2 in Bocklemund
und dem angrenzenden Foyer konnten dartber
hinaus erste Erfahrungen zur Performance eines
drahtlosen Studios gewonnen werden.

Nach ersten Integrationstests wurden bei einem
umfangreichen technischen Versuch Ende No-
vember 2023 im Set des Kélner Treffs folgende
Endgerdte im 5G-Campusnetz eingesetzt (siehe
Abbildungen 3 und 4):

e Funf mobile akkubetriebene Stativkameras,
drahtlos angebunden, inklusive Steuerung
von Blende/Rotlicht,

e eine akkubetriebene Schulterkamera, draht-
los angebunden, inklusive Steuerung von
Blende/Rotlicht,

e zwei mobile und drahtlos angebundene,
akkubetriebene Studiomonitore,

e zwei Tablets zur Anzeige des Studioaus-
gangssignals sowie

« eine drahtlos angebundene Sony Alpha-
Systemkamera.

Zudem wurde der FU3 als Regie an das 5G-Cam-
pusnetz angeschlossen. Als Produktionsformat
wurde 1080p50 gewdhlt.
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Abbildung 3: Skizze der mobilen Kamera
und Monitorpositionen.

Ergebnisse

Die technischen Produktionstests Ende Novem-

ber 2023 lieferten u.a. folgende Ergebnisse:

Die 5G-basierte Anbindung der Kameras
und Monitore an den U-Wagen als Regie
und die Nutzung des Produktionsformats
1080p50 wurden realisiert.

Alle Kameras wurden gleichzeitig und st6-
rungsfrei mit einem Videodatenstrom von
20 Mbit/s in HEVC-Codierung eingesetzt.
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Vier lkegami-Kameras wurden mit Haivision
Pro460-Modulen (5G—Modem + HEVCENn-
coder) ausgestattet und wiesen eine mini-
male Latenz von rund 130 ms auf.

Zwei Grass Valley-Kameras von Bert Blumer
nutzten integrierte 5G-Modems und HEVC-
Encoder. Hier betrug die minimale Latenz
rund 180 ms.

Zur parallelen Nutzung beider Kamerasys-
teme wurde eine Gesamtlatenz von 200 ms
von Glas zu Glas eingestellt. Durch die Syn-
chronitdt aller Kaomeras konnten die Bilder
problemlos geschnitten werden.

Das Produktions-Setup wurde durch die
einheitliche Bildverzégerung der Kameras
vereinfacht.

Die Nutzung von Telemetrie wie Blenden-
steuerung und Rotlicht wurde Uber einen
Datenkanal im 5G-Campusnetz realisiert.
Die Akkus waren flur einen Dauerbetrieb von
zwolf Stunden ausgelegt und erméglichten
den unterbrechungsfreien mobilen Betrieb
an einem Produktionstag.

Zwei mobile Studiomonitore waren einsetz-
bar und konnten den Studioausgang mit ei-
ner Latenz von rund 600 ms (Glas zu Glas)
anzeigen.

Tally+Camera Contro

h 4

Decoder

- K ne

Blimer

Haivision
StreamHub
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Abbildung 4: IP-Signalfluss der Produktionsbilder inklusive Telemetriedaten.

FKTG Journal

43

Ausgabe 2 | 2024



Messtechnische Untersuchungen der ARGE RBT
haben folgende Erkenntnisse geliefert:

e Beim Zellwechsel haben sich die 5G-Modems
zeitweise vom 5G-Campushetz abgemeldet,
was zu Verbindungsabbrichen gefuhrt hat.

¢ Bei der Zusammenschaltung beider Funkzel-
len (Studio und Foyer) Zu einer Funkzelle war
ein Wechsel zwischen Foyer und Studio prob-
lemlos méglich.

¢ Im 5G-Campusnetz wurde das TDD-Pattern
von 7:3 verwendet. Mit diesem Pattern wurde
eine DL-Nettokapazitat von rund 560 Mbit/s
und eine UL-Datenrate von rund 240 Mbit/s
erreicht.

e Tests mit einem TDD-Pattern von 6:4 konnten
nicht stérungsfrei durchgeflhrt werden.

Abbildung 5 zeigt die Umsetzung der technischen Abbildung 5: Technische Tests
Tests Ende November 2023:

Oben: Drahtlose Stativkameras in der 360° Kulisse
des Kélner Treff.

. ) Laufzeiten
Unten links: Drahtlosmonitor und Drahtloskamera.

) Abbildung 6 zeigt die Laufzeiten der in den techni-
Unten rechts: Mobile Nutzung der Drahtloskamera . .
. schen Tests eingesetzten Endgerdte.
im Foyer.

) o
Laufzeiten — ——
K =}
Kamera 1 56 g
\\I\‘ -
' 134ms
56
. )
Kamera 2
. 135ms
.56
- W
K"",’“e”"i sﬁ ' 133ms
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Y
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Abbildung 6: Laufzeiten der Endgerdte.
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Abbildung 7: Funkversorgungsplanung mit RSRP-Werten

Handover

Urspringlich geplant war die Nutzung von zwei
Funkzellen, um das Handover-Verhalten der ein-
gesetzten Endgerdtetechnik testen zu kdnnen. Im
Rahmen der Messkampagnen wurden zwei Effekte
beim Zellwechsel zwischen dem Studio und dem
Foyer beobachtet (siehe Abbildung 7 mit X ge-
kennzeichnet):

Im Ubergangsbereich zwischen beiden Funkzellen
mit anndhernd gleicher Feldstérke konnte endge-
réteseitig keine Zellentscheidung getroffen wer-
den.

Der Effekt der Inter-Cell-Interferenz fUhrte nicht nur
zu einem Datenratenabfall um rund 90 % sondern
zum Teil auch zu einem Kommunikationsverlust
einiger 5G-Modemes.

Behoben wurde das 5G-Versorgungsproblem im
Ubergangsbereich zwischen Foyer und Studio
durch die Zusammenfuhrung der beiden Funkzel-
len zu einer Ubergreifenden Zelle.
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Datenraten

Der Fokus beim Einsatz drahtloser Ubertragungs-
systeme fur Studioanwendungen lag auf hohen
Uplink-Datenraten. Die theoretisch mdgliche Up-
link-Datenrate im 5G-Standalone- Betrieb bei ei-
ner Bandbreite von 100 MHz im Band n78 sollte bei
einem TDD-Pattern von 7:3, einer Modulation von
64-QAM sowie den endgerdteseitig untersttzten
zwei Uplink-Layern max. rund 281 Mbit/s betragen
(Quelle 5G-tools.com).

Die gemessenen Uplink-Datenraten erreichten bei
guter Funkversorgung tatsdchlich einen durch-
schnittlichen Wert von 240 Mbit/s.

Abbildung 8 zeigt den durch ARGE RBT im 5G-
Campusnetz gemessenen Zusammenhang zwi-
schen der Empfangsfeldstérke (RSRP) und der
Ubertragungsrate.
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Abbildung 8: Zusammenhang zwischen Empfangs-
feldstarke (RSRP) und Datenrate (Quelle: ARGE RBT)

HARQ (Hybrid Automatic Repeat Request) be-
zeichnet ein Verfahren zur Fehlerkorrektur, das in
5G-Standalone-Systemen auf dem Radio Layer
eingesetzt wird. Es ermdglicht die zuverl@ssige
Ubertragung von Datenpaketen, indem es Fehler
erkennt und proaktiv korrigiert durch erneutes
Versenden von Paketen aus dem Modem-Buffer.

Das System verwendet eine Kombination aus in-
krementeller Redundanz und empféngerseitiger
Ruckmeldung, um sicherzustellen, dass die Daten
erfolgreich empfangen wurden. HARQ verbessert
die Zuverld@ssigkeit und Effizienz des 5G-RAN er-
heblich.

Ausblick

In einem weiterfUhrenden 5G-Campusprojekt
kénnte auf den hier erzielten Ergebnissen aufge-
baut werden. Interessant ist die Klérung folgender
Fragestellungen:

Kann die Latenz einer Videoubertragung durch
den Einsatz anderer Videocodecs weiter gesenkt
werden?

Welche Moéglichkeiten im Studiobetrieb bieten das
5G Network Slicing sowie Slice und endgerdétespe-
zifische QoS-Parameter?
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Welche Uplink-Datenrate ist im Studio wirklich er-
forderlich und kann diese Datenrate durch stabil
arbeitende Uplink-lastige TDD-Pattern erreicht
werden?

Welchen Einfluss auf die 5G Performance hat die
»Korperddmpfunge« vieler in einem Studio anwe-
sender Personen?

Fazit

Es konnte gezeigt werden, dass eine kabellose
Produktion mit 5G mdéglich ist, ohnne den Produkti-
onsablauf neu definieren zu mussen.

Ein zukUnftiger Einsatz der 5G Technologie in der
Broadcast-Produktion wird mit einer hdheren End-
geratedurchdringung immer wahrscheinlicher.

Wenn nicht nur die Videodaten und Tallysignale
sondern weitere Services wie Telefonie und Inter-
com sowie Lésungen zur Produktionskoordinierung
hinzukommen, ist der Mehrwert einer IP-Only-Pro-
duktion im Live Broadcasting gegeben.
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Abstract

Dieser Beitrag untersucht, ob und inwiefern sich
Verbesserungen durch das Beleuchtungssystem
Lumen der Unreal Engine 5 auch in der immersi-
ven Vorvisuadlisierung bei Filmproduktionen erge-
ben. Dazu wird mithilfe eines Testaufbaus die
Funktionalitét dieses neuen Systems untersucht.
Es zeigt sich ein groRes Potenzial, mit einigen un-
geklarten Fragen.

I Einfiihrung

Die Vorvisualisierung ist ein wichtiger Schritt in der
Vorproduktion eines Films. Dabei werden ganze
Szenen oder einzelne Einstellungen vor Drehbeginn
geplant. Die Planung kann konventionell mit ge-
zeichneten Storyboards oder mit professioneller
3D-Software geschehen. Mit zunehmender Leis-
tungsfahigkeit von Computergrafik kénnen auch
Spiele-Engines fUr Vorvisualisierungen eingesetzt
werden [19]. Ein weiterer Evolutionsschritt wurde
mit den immer populdrer werdenden Virtual-Rea-
lity- (VR-)Headsets vollzogen. Mithilfe von Spiele-
Engines und VR-Headsets kann eine Szene in der
virtuellen Realitéit immersiv, also nicht nur an ei-
nem flachen Bildschirm, betrachtet werden. Be-
sonders bei Filmen, die ausschlieBlich in der digi-
talen Welt gedreht werden, kann das Betrachten
dieser Welten in VR von Vorteil sein. So konnten
beispielsweise in Steven Spielbergs Ready Player

One (2018) oder in Jon Favreaus The Lion King
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(2019) die komplett digitalen Drehorte besichtigt
werden. Mit den digitalen Sets konnte dann so
umgegangen werden, wie mit real existierenden
[15].

Aber auch Produktionen, die nach der Planung an
realen Sets gedreht werden, kénnen profitieren. In
Grant Stores | Am Mother (2019) konnte so der
Prozess des Storyboarding verbessert werden [14].
Die 8. Staffel der Serie Game of Thrones (2019)
profitierte auch, da die realen Sets nicht rechtzeitig
fertiggestellt wurden. Das Kamera- oder Produkti-
onsdesignteam konnte die Planung dennoch
schon vorher in VR durchfiihren [12]. In allen Bei-
spielen wurde die Vorvisualisierung entweder von
externen Firmen oder in sehr groBen Teams

durchgefuhrt.

Auch in der Literatur wurden einige Untersuchun-
gen mit Filmschaffenden zur immersiven Vorvisu-
alisierung in VR getétigt. Dazu wurden Fallstudien
mit 10—-20 Teilnehmenden und meist selbst erstell-
ten Tools in der Unreal oder Unity Engine durchge-
fahrt. Der sich dadurch ergebende Workflow
wurde als sehr positiv bewertet [1][5][17]. Mit die-
sen Tools kénnen in virtueller Realitét Szeneobjekte
verschoben oder geléscht werden, um die Szene
immersiv zu veréndern. AuBerdem gibt es bei-
spielsweise Viewfinder mit verénderbaren Linsen-
optionen oder virtuelle Kameras mit veréinderba-
ren Eigenschaften, um Szenen zu planen. Auch

Dollys und Scheinwerfer sind benutzbar.
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Arbeiten in VR fuhrt zudem zu Verbesserungen,
wenn remote gearbeitet werden soll [1]. Neben
den Vorteilen sticht vor allem die Beleuchtungs-
qualitat als Nachteil hervor. Teilnehmende Kame-
raleute kritisierten die Qualitét der Lichtsimulation

als unrealistisch [4].

Eine neue Version der Unreal Engine, die fur solche
Anwendungen in der Vorvisualisierung genutzt
werden kann, verspricht hier Besserung. Die Unreal
Engine 5 wurde im April 2022 von Epic Games ver-
offentlicht. In dieser Version ist ein neues Beleuch-
tungssystem namens Lumen implementiert wor-
den. In einigen Anwendungsbereichen, wie etwa
der Tageslichtsimulation fur Vorvisualisierung in
der Architektur [3], der Rekonstruktion von arché-
ologischem Erbe [9] oder der Simulation der
Mondoberfléiche [2], wurde die neue Beleuchtung
der Unreal Engine 5 bereits positiv evaluiert. Auch
in der virtuellen Produktion wird sich von diesem
neuen Beleuchtungssystem Verbesserung ver-
sprochen [21]. Seit der Version 5.1 der Engine ist
Lumen auch in VR verfugbar.

Diese Arbeit untersucht, ob und inwiefern sich Ver-
besserungen durch Lumen auch in der immersi-
ven Vorvisualisierung bei Filmproduktionen erge-
ben. Besonders auf die Einfachheit der Benutzung
soll Bezug genommen werden, da das insbeson-
dere fUr kleinere Produktionen von hoher Relevanz
ist [4]. Dafur wird anhand kleiner Testszenen in der
Unreal Engine 5.2 Uberpruft, welche Vorteile die
neue Beleuchtung bringt. Ausgehend von diesen
Testszenen wird dann auf mégliche Szenarien in
realer Vorvisualisierung geschlossen. Betrachtet
werden diese Testszenen in VR mit einer HTC Vive
Pro. Als Toolset fur Vorvisualisierung und Verédnde-
rungen des Levels in VR wird das kostenlose Plugin

Virtual Production Utilities der Unreal Engine be-
nutzt. Da vor diesem Projekt nicht viel Erfahrung
mit Spiele-Engines und virtueller Realitét gesam-
melt wurde, kann auch der Aspekt der Einfachheit
gut Uberpruft werden.

Zund&chst wird in dieser Arbeit dazu in Kapitel Il ge-
klart, wie Beleuchtung in Spiele-Engines funktio-
niert, und in Kapitel lll, wie diese in Lumen imple-
mentiert ist. Grundlegendes Wissen Uber die Funk-
tionsweise ist wichtig, um die neue Beleuchtung
optimal zu nutzen.
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Die Vor- und Nachteile von Lumen werden bei-
spielhaft in Kapitel IV erléutert. AbschlieBend klért
Kapitel V, wie einfach die Benutzung ist und es wird
in Kapitel VI ein Fazit gezogen.

Il Beleuchtung in Spiele-Engines

Um zu verstehen, wie Lumen funktioniert und wa-
rum sich Vorteile ergeben kénnen, werden zu-
néchst die Grundlagen der Beleuchtung in Spiele-
Engines erkldrt. FUr eine korrekte Berechnung der
Beleuchtung reicht es nicht aus, nur die Fl&ichen zu
beleuchten, auf die das Licht einer Lichtquelle di-
rekt trifft. Werden nur diese direkt getroffenen Fl&-
chen beleuchtet, spricht man von direkter Be-
leuchtung. Die Fléichen, auf die das Licht trifft, re-
flektieren einen Teil dieses Lichtes, das wiederum
andere Fléchen beleuchtet. Dies fuhrt dazu, dass
auch Flachen, auf die kein direktes Licht trifft, zu ei-
nem gewissen Teil beleuchtet werden. Eine Be-
ricksichtigung dieses Effekts in der Beleuchtung
nennt man globale Beleuchtung. Um dies zu de-
monstrieren, wird ein Testlevel aufgebaut, das zu-
ndchst nur mit Sonnenlicht beleuchtet werden soll.
Das Level sieht in einem solchen Szenario, wo nur
direkte Beleuchtung berdcksichtigt wird, unrealis-
tisch aus. Unter Berucksichtigung der globalen Be-
leuchtung ergibt sich ein wesentlich realistische-
res Bild (siehe Abbildung 1).

Abbildung 1: Beleuchtung der Testszene, wenn nur di-
rekte Beleuchtung benutzt wird (Iinks) und Beleuch-
tung der Testszene bei Benutzung von globaler Be-
leuchtung mithilfe von Zumen (rechts).

Ziel bei der Realisierung von globaler Beleuchtung
ist das Lésen der sogenannten Rendergleichung,
die 1986 etwa zeitgleich von Kajiya [13] und von
Immel et al. [11] versffentlicht wurde.
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Die Rendering-Gleichung kann (in einer Abwand-
lung nach [20]) wie folgt aufgestellt werden:

Lo(p. ) = Le(prw0) + | _f (000 Li(prw)lcosoi|do
N

(M

Sie beschreibt das Licht, das die Kamera von ei-
nem Punkt p aus erreicht. Das Licht ist die Summe
des von diesem Punkt selbst ausgesandten Lich-
tes (direkte Beleuchtung) und des zur Kamera hin
reflektierten Lichtes

Dabei ist:

(indirekte  Beleuchtung).

1. Lo(p, 0)0):
Die Strahldichte, die Punkt p in Richtung w, aus-

sendet.

2. Le(p:wo):
Vom betrachteten Punkt p erzeugte und in

Richtung w, ausgesandte Strahldichte. Far
Lichtquellen ist dieser Term grofRer als 0 und fur
Punkte, die keine Lichtquellen sind, verschwin-
det er.

3. Ll-(p,a)i):
Aus Richtung w; auf Punkt p treffende Strahl-

dichten.

4. f(p, wow;):
Wird auch bidirektionale Reflexionsverteilungs-

funktion (engl. Bidirectional Reflectance Distri-
bution Function, BRDF) genannt und wurde
erstmals 1965 von Nicodemus [18] vorgestellt.
Sie gibt an, wie viel von der aus Richtung w; auf
Punkt o getroffenen Strahldichte in die ge-
suchte Richtung w, reflektiert wird. Die BRDF
muss zwei wichtige Bedingungen erfullen, um
physikalisch korrekt zu sein. Zum einen muss sie
umkehrbar sein (f(p, wow;) = f(p, w;w,)), ZUM
anderen darf die reflektierte Energie aufgrund
von Energieerhaltung nie gréRer sein als die ein-

kommende Energie ([, f (p, wow;)|cos®;|dw; < 1).

Somit gibt die BRDF an, wie der Punkt p einfal-
lende Strahldichte reflektiert und ist dadurch
materialabhdangig [20].

5. |cosOi]:
Ein geometrischer Term, der das Lambertsche
Gesetz einbezieht. Es besagt, dass die Beleuch-
tungsstdrke an einer Oberflche mit steigen-
dem Winkel proportional zum Kosinus ab-
nimmt.
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Das Integral in der Rendergleichung muss dann
Uber die gesamte Hemisphdre gehen, da auftref-
fendes Licht aus allen Richtungen von Bedeutung
sein kann. Da diese Art des Rendering auf physi-
kalischen Grundsdtzen basiert, spricht man auch
von Physik-basiertem Rendering (PBR). Damit das
funktioniert, brauchen auch die Oberfl&ichen phy-
sikalische Eigenschaften. Dazu unterteilt man Ma-
terialien in metallisch und nicht-metallisch und
gibt ihnen eine Rauheit zwischen 0 und 1. Ein Bei-
spiel fur metallische und nichtmetallische Materi-
alien mit verschiedenen Rauheiten ist in Abbil-
dung 2 zu sehen.

PPN W W W O O O O

Abbildung 2: Nicht-metallisches (oben) und metalli-
sches (unten) Material bei Rauheiten zwischen 0 und 1

[7].

Die Rauheit gibt an, wie diffus die Reflexionen sind.
Bei einer Rauheit von 0 warde fur das Licht der Ein-
falls- dem Ausfallswinkel entsprechen. Steigt die
Rauheit, werden die Reflexionen immer diffuser. Bei
einer Rauheit von 1 wird ein Strahl unabhd&ngig
vom Einfallswinkel in jede Raumrichtung gleich re-
flektiert. AuBerdem bekommen die Texturen noch
eine Farbe.

Das Integral in der Rendergleichung ist analytisch
nicht 16sbar und daher aufwendig zu berechnen.
Aus diesem Grund wird globale Beleuchtung oft
statisch berechnet. Das bedeutet, dass nach dem
Setzen der Lichtquellen und dem Bau des Levels
die Beleuchtung vorgerendert wird. Dieses Vorren-
dern geschieht nicht in Echtzeit. Die gewonnenen
Informationen werden dann auf die Texturen an-
gewendet, wodurch das Level realistisch beleuch-
tet wird. Wird das Level danach verdndert, muss
diese Berechnung der Beleuchtung erneut durch-
gefuhrt werden. Dadurch ergeben sich Pausen im
Workflow und es ist nicht direkt ersichtlich, was far
eine Verdinderung in der Beleuchtung eine gerade
durchgefuhrte Verdnderung des Levels erzeugt.
Die langere Zeit ermdglicht jedoch eine sehr ge-
naue Berechnung.

Wird die Berechnung der Beleuchtung in Echtzeit
durchgefuhrt und nicht vorgerendert, spricht man
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von dynamischer Beleuchtung. Ein Anpassen des
Lichtes oder ein Verschieben von Szeneelementen
verdndert die Beleuchtung des nachgebauten
Sets in Echtzeit. Das verbessert den Workflow im-
mens, da es direktes Feedback auf Verdnderung
gibt. Durch die Echtzeitberechnung wird aber auch
die Berechnungszeit stark reduziert, was im Allge-
meinen eine weniger genaue Berechnung zul&sst.

Das neue System Lumen der Unreal Engine 5 fuhrt
eine solche Berechnung der globalen Beleuchtung
in Echtzeit durch. Um das System sinnvoll einset-
zen zu kénnen, muss geklart werden, wie es funk-
tioniert. Zudem ist es wichtig zu wissen, wo Abstri-
che gemacht werden mussen, um eine Echtzeit-
berechnung zu ermdéglichen.

Il Funktionsweise von Lumen

Lumen arbeitet mit einer hybriden Raytracing
Pipeline, deren Schema in Abbildung 3 zu sehen
ist.

In der Pipeline kann zwischen Software und Hard-
ware Raytracing unterschieden werden. Im Fol-
genden wird vor allem das Software Raytracing
beschrieben, da es hier die wichtigsten Neuerun-
gen gibt und Hardware Raytracing nur mit be-
stimmten Grafikkarten funktioniert.

Screen Space Tracing

Hardware Raytracing

Software Raytracing

T

Abbildung 3: Schematische Zeichnung der Raytra-
cing-Pipeline auf der Lumen basiert (erstellt nach

[24]).

Zuerst werden die Strahlen gegen das, was auf
dem Bildschirm zu sehen ist, verfolgt. Dieses Ver-
fahren nennt man Bildschirm-Tracing (engl.
Screen Tracing/Screen Space Tracing). Der Vorteil
liegt dabei in einer effizienten Berechnung, da nur
die Informationen des Bildschirms und nicht die
der ganzen Szene betrachtet werden. Die Spiege-
lungen von Objekten, die im Bildschirm sind, wer-
den zudem gut dargestellt [16]. Da allerdings nur
Objekte, die

sich im Bildschirm befinden,
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einbezogen werden, ist diese Methode alleine fur
globale Beleuchtung ungeeignet. Dieser Nachteil
wird besonders bei Reflexionen auffdllig (siehe
Kapitel IV). Deshalb wird ein Strahl, der kein Objekt
im Bildschirm trifft, an die ndchste Raytracing Me-
thode weitergegeben. Ab hier unterscheidet sich
Hardware und Software Raytracing. Bei Lumen
bringt Screen Space Tracing allerdings dennoch
einige Vorteile. Es ist am Anfang des Strahls am
genauesten, weil aufgrund weniger Informationen
nicht so stark approximiert werden muss. Aufer-
dem ist es in der Lage, einige Unstimmigkeiten, die
die weiteren Raytracing Methoden verursachen, zu
l6sen [24].

Im Folgenden wird der Software-Raytracing-Pfad
beschrieben. Strahlen, die keine Objekte im Bild-
schirm treffen, werden gegen eine vereinfachte
Version des Levels verfolgt. Diese vereinfachte
Version des Levels wird Distance Field genannt.
Distance Fields kénnen als Funktionen, die fur je-
den Punkt die Entfernung zur néchsten Oberfldche
zurlckgeben, gesehen werden. Dadurch ist fur je-
den Strahl an einer beliebigen Stelle im Raum die
Strecke bekannt, die der Strahl, ohne gegen eine
Oberfléiche zu treffen, sicher wandern kann. Diese
Strecke kann dann Ubersprungen werden. Da die
Entfernung von der ndchsten Fléche im Dreidi-
mensionalen als Kugel gesehen werden kann, wird
das Tracing durch Distance Fields auch Sphere
Tracing genannt [10]. Bei Lumen gibt es zwei Arten
dieser Distance Fields. Fur die ndhere Umgebung
werden Strahlen gegen Mesh Distance Fields, die
fur jedes Mesh erstellt werden, verfolgt. In Abbil-
dung 4 sind die Mesh Distance Fields fur das Test-
level abgebildet.

Abbildung 4: Mesh Distance Fields des Testlevels.

Da aber auch diese Mesh Distance Fields fur ein
ganzes Level zu aufwendig wdren, werden Strahlen
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far weitere Entfernungen gegen ein Global Dis-
tance Field verfolgt. Dieses Feld vereint die ein-
zelne Mesh Distance Fields miteinander. Wie in Ab-
bildung 4 zu sehen, ist diese Approximation des
Levels untexturiert. Trifft ein Strahl auf eine Ober-
fléiche, wird nur der Punkt des Auftreffens und die
Normale zurtickgegeben. Um Informationen tber
Materialeigenschaften wie Farbe, Rauheit oder
Metallizitéit zu erhalten, braucht es noch ein ande-
res System. Dieses System wird Surface Cache
genannt. Dabei werden sogenannte Cards in ver-
schiedenen Richtungen Uber die Meshes gelegt.
Die Textur des Objektes in diesen Cards wird dann
in niedriger Aufldsung in einer groRen Atlas-Textur
gespeichert und gecacht. Dabei ist besonders zu
berucksichtigen, dass pro Mesh nur eine be-
stimmte Anzahl an Cards gesetzt werden kann.
Deshalb mussen groke Objekte (beispielsweise
Gebdude) aus einzelnen Meshes zusammenge-
baut werden, um richtig zur globalen Beleuchtung
beitragen zu kénnen [23].

Wenn ein Strahl auch im Global Distant Field kein
Objekt trifft, wird er Gber das sogenannte Skylight
gesampelt. So werden die Gegebenheiten des
Himmels in der Szene auch fur eine realistischere
Beleuchtung benutzt [8].

Der Hardware-Raytracing-Pfad funktioniert an-
ders. Dabei werden die Strahlen nicht gegen Dis-
tance Fields verfolgt, sondern gegen Meshes. Das
fuhrt zu einer leicht besseren Qualitét in der glo-
balen Beleuchtung. Bei Reflexionen werden so
exakte Spiegelreflexionen mdéglich. Wenn sich al-
lerdings viele Meshes Uberlagern, wird der Leis-
tungsaufwand sehr hoch. AuBerdem funktioniert
Hardware Raytracing nur mit bestimmten Grafik-
karten (ob Nvidia RTX 2000er-Serie, ab AMD RX
6000er-Serie oder mit den Intel-ARC-Grafikkar-
ten) [24]. Aufgrund der Einschréinkungen bezig-
lich der Grafikkarten beim Hardware Raytracing
wird im Folgenden besonders auf Software Ray-
tracing eingegangen.

IV Vorvisualisierung mit Lumen

Ein groBer Vorteil von Physik-basiertem Rendering
ist, dass Reflexionen kein eigenes System benéti-
gen. Hat ein Material eine kleine Rauheit, ist es re-
flektierend. Es muUssen keine Spiegelrume oder
Cubemaps fur funktionierende Reflexionen erstellt
werden. Dies macht das Planen und Beachten von
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mdglichen Reflexionen, besonders fur Menschen,
die keine Experten in Computergrafik sind, sehr
einfach. Auch ist die Berechnung der Reflexionen
im Software-Raytracing-Pfad durch die Approxi-
mationen weniger aufwendig als bei reinen Hard-
ware-Raytracing-Reflexionen. Relevant ist dabei,
die beiden verschiedenen Raytracing-Methoden
im Software-Raytracing-Pfad zu kennen und zu
wissen, wo die jeweiligen Vor- und Nachteile lie-
gen. Dadurch, dass beim Screen Space Tracing
weniger approximiert wird, sind Reflexionen mit
diesem System genauer. Ein Beispiel ist in Abbil-

dung 5 dargestellt.

Abbildung 5: Eine Szene mit reflektivem Boden, wenn
Lumen ohne Screen Space Reflections benutzt wird
(links), und dieselbe Szene, wenn zu Lumen wieder
Screen Space Reflections zugeschaltet
(rechts).

werden

Das ist besonders an den Details der Figur oder
den ungenauen Wandtexturen im linken Bild zu
sehen. Objekte, die im Bildschirm zu sehen sind,
werden also besser dargestellt. Dadurch, dass sich
im Bildschirm allerdings nur ein Teil des Levels be-
findet, wird auch nur ein Teil des Levels reflektiert.

Abbildung 6: Eine Szene mit grofRer, reflektiver Fldche,
wenn nur Screen Space Reflections benutzt werden
(oben), und dieselbe Szene mit Lumen als Reflexions-
technik (unten).
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Dieser Umstand ist in Abbildung 6 dargestellt. Die
Ruckseite der Stuhle, Teile der Seitenwand und die
gesamte Ruckwand verschwinden. In der Reflexion
mit Lumen ist die Geometrie des ganzen Levels zu
sehen.

Da die Strahlen physikalisch berechnet werden,
stimmen auch die Positionen der Objekte in den
Reflexionen. Hier fallen jedoch wieder die unge-
naueren Texturen der Reflexionen von Objekten
auRerhalb des Bildschirms auf. Fir Anwendungen
in der Vorvisualisierung reicht die Genauigkeit al-
lerdings in den meisten Féllen aus. Viele Probleme,
die in der Produktion auftreten kénnen, kbnnten so
verhindert werden. Scheinwerfer, die in reflektiven
Fldchen zu sehen sind oder andere Reflexionen in
Glas oder Pfutzen, kénnen schon in der Vorproduk-
tion erkannt werden. Dazu kann einfach eine virtu-
elle Kamera an die geplante Kameraposition ge-
stellt werden. In einem separaten Fenster ist dann
immer in Echtzeit zu sehen, was die Kamera auf-
nehmen wirde. Lediglich zu kleine Objekte, bezo-
gen auf die Distanz, kdnnen nicht dargestellt wer-
den. Sie werden in den Distant Fields vernachlds-
sigt. Sollen die Reflexionen sehr genau sein (z. B.
fur Spiegel) und nicht durch die Distant Fields ap-
proximiert werden, muss Hardware Raytracing be-
nutzt werden [24].

Dass die Beleuchtungsberechnung in Echtzeit ge-
schieht, bietet, besonders in VR, noch weitere Vor-
teile. Es kann in VR eine Verdnderung am Set vor-
genommen werden. Die Auswirkungen auf die Be-
leuchtung sind dabei direkt zu sehen. Mit den Con-
trollern muss dazu nur auf das zu verschiebende
Objekt gezeigt werden. Wohin gezeigt wird, ist da-
bei mit einem gelben Strahl visualisiert. Eine Ver-
schiebung der Objekte dndert dann direkt die Hel-
ligkeiten in der ganzen Szene. Ein Beispiel dazu ist
in Abbildung 7 zu sehen.

Gleiches gilt auch fur Verdnderung der Setbe-
leuchtung. Ein Scheinwerfer kann in VR verschoben
oder in der Helligkeit und Farbtemperatur verén-
dert werden. Dadurch kénnen maégliche Positionen
far die gewlnschte Lichtstimmung und Helligkeit
gefunden werden. Durch die Echtzeitberechnung
ist, besonders in VR, kein Abnehmen des Headsets
zum erneuten Vorrendern nétig.
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Abbildung 7: Auswirkung einer Veréinderung des Rau-
mes in der virtuellen Realitét auf die Lichtstimmung

Ein anderer Vorteil der globalen Beleuchtung
ergibt sich im Ausbluten von Farben. Trifft Licht auf
eine farbige Oberfléche, absorbiert diese Oberflé-
che Photonen von Wellenlédngen, die nicht der
sichtbaren Farbe der Oberfliche entsprechen.
Dadurch haben auch die Strahlen der diffusen Re-
flexionen dieser Oberfléiche die Wellenldnge der
Oberfléichenfarbe. Somit tragen die Farben der
Objekte im Raum zur allgemeinen Lichtstimmung
bei.

Andere Objekte, beispielsweise Gesichter von
Schauspielern, werden dadurch leicht farbig be-
leuchtet. In der globalen Beleuchtung der Unreal
Engine 5 wird dieses Phéinomen in Echtzeit beach-
tet. Ein Beispiel dazu ist in Abbildung 8 zu sehen.

Abbildung 8: Beispielhafte Verd&inderung der Licht-
stimmung eines Raumes bei Veréinderung der Wand-
farben. Jegliche Beleuchtung blieb unverdndert.
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Es wurde lediglich die Wandfarbe variiert, wodurch
sich die Stimmung der gesamten Szene verdndert.
So kann schon vor Drehbeginn und bevor Wénde
gestrichen oder Sets gebaut werden, die Licht-
stimmung vorvisualisiert werden. Flr ein Umtextu-
rieren der Objekte muss jedoch ein herkébmmlicher
Bildschirm benutzt werden. Verdéinderungen in der
Farbstimmung durch Verschieben von Objekten
oder durch eine Anpassung der Setbeleuchtung
lassen sich direkt in VR durchfihren.

V Einfachheit der Benutzung

Die Einfachheit der Benutzung ist besonders fur
kleinere Produktionen wichtig. Es sollen auch Per-
sonen, die keine Experten auf dem Gebiet sind, An-
wendungen zur immersiven Vorvisualisierung be-
nutzten kénnen. Die Wichtigkeit der Einfachheit
wurde unter anderem in einer Fallstudie zum
Thema virtuelles Scouting von Bodini et al. [4] ge-
sondert herausgestellt. Zu komplizierte Benutzung
fahrt auch dazu, dass die Kreativen (Regisseure,
Setdesigner, Komeraleute usw.) Kontrolle Gber De-
signentscheidungen verlieren [5], da Aufgaben in
der Vorvisualisierung an Experten oder externe Fir-
men abgegeben werden mussen. Hier zeigt sich
die Nutzung einer in vielen Bereichen populdren
Engine als Vorteil. Die Unreal Engine 5 wird unter
anderem in der Architektur, der virtuellen Produk-
tion und natdrlich der Spieleentwicklung genutzt.
Dementsprechend gibt es im Internet viele Tutori-
als und Anleitungen zur Benutzung der Engine.
Diese Vielzahl an kostenlos abrufbaren Hilfen ist
ein groRer Vorteil beim Einstieg in den Umgang mit
der Unreal Engine. Auch in diesem Projekt, mit we-
nig Erfahrung in Spiele-Engines, gelang der Ein-
stieg so recht schnell. Es kann auerdem von Vor-
teil sein, dass nicht zwingend Raytracing Grafik-
karten gebraucht werden, um Lumen zu benutzen.
Jede modernere Grafikkarte ist in der Lage, die
Software Raytracing Pipeline auszufthren.

Dass der Lichtberechnung Physik-basiertes Ren-
dering zugrunde liegt, bietet, bezogen auf die Ein-
fachheit der Benutzung, Vor- und Nachteile. Licht-
quellen und Fldchen beeinflussen die Beleuchtung
auf physikalisch approximierte Weise. Ist es ir-
gendwo zu dunkel, muss ein Licht gesetzt werden,
das dann auch in Realitdt gesetzt werden musste.
So wurde beispielsweise fast jede der vorherigen
Szenen nur mit dem Sonnenlicht beleuchtet. Die
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Reflexionen sind sehr einfach und es muss nichts
vorgerendert werden. Herkdbmmlich werden Refle-
xionen in Videospielen oft Uber Spiegelréume, Cu-
bemaps oder Screen Space Reflections realisiert.
Far Cubemaps ist viel Wissen von Computergrafik
vonnéten und Spiegelriume verlangsamen den
Workflow extrem. Screen Space Reflections alleine
reichen flr zufriedenstellende Ergebnisse (siehe
Kapitel IV) nicht aus. Allerdings mussen fr eine
korrekte Berechnung die Oberfléichen und Lichter
in der Szene auch physikalisch korrekte Eigen-
schaften haben. Die Reflexionseigenschaften der
digitalen Texturen mussen denen der echten Ma-
terialien gut genug entsprechen. Auch die Spezifi-
kationen jeder Lichtquelle und die Helligkeit des
Tageslichtes mussen korrekt eingegeben sein, um
eine korrekte Simulation zu erzeugen.

In der Unreal Engine 5 gibt es dazu durch die Quixel
Bridge Zugriff auf die Quixel-Megascan-Daten-
bank. Diese Datenbank besteht aus tausenden
eingescannten Texturen und Assets, die je physi-
kalisch richtige Eigenschaften besitzen, und somit
auch Licht korrekt reflektieren [22]. In Bezug auf
Texturen und Vegetation ist diese Datenbank sehr
ausgeprdgt. Bezuglich 3D-Assets kénnte es fur
viele Setnachbauten Probleme geben. Assets
selbst zu erstellen, kann jedoch problematisch
werden. Neben dem Zeitaufwand des héndischen
Erstellens der Assets werden wieder korrekte phy-
sikalische Eigenschaften benétigt. Far die Licht-
stimmung eines Raumes sind allerdings héufig
groRe Fldchen, wie Wénde, B6den und Decken, am
relevantesten. Dadurch reduziert sich das Prob-
lem, da far diese Fl&ichen sehr viele Texturen in der
Megascan-Datenbank zur Verfligung stehen. Soll
das Potenzial von Physik-basiertem Rendering voll
ausgenutzt werden, muss das Level mit Sorgfalt
aufgebaut werden. Gleiches gilt flr die Details im
Level. Je mehr Details das digitale Set hat, desto
genauer lasst sich das echte Set vorvisualisieren.
Damit geht aber auch ein héherer Zeitaufwand
und mehr benétigte Rechenleistung einher. Einfa-
che Level, wie die in dieser Arbeit gezeigten Test-
level, lassen sich mithilfe der Quixel Assets und
Materialien in unter einer halben Stunde aufbauen.
Komplexere Level fUhren zu mehr Problemen.
Wenn die Wdnde nicht rechteckig sind oder Tex-
turen ineinander Uberblenden (wie beispielsweise
bei Naturbc")den), wird ein Aufbau schwieriger. Das
nach

Zurechtfinden in der virtuellen Realitét,
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erstem Bau der Szene, funktioniert gut. Auch in
diesem Projekt, ohne groRe vorherige Erfahrung
mit virtueller Realitét, kam es kaum zu Problemen.
Gleiches wurde in einer Fallstudie von Galvane et
al. [5] mit zehn Teilnehmenden, darunter sowohl
Experten als auch Anféinger, festgestellt. Muender
et al. [17] berichteten auch in einer Fallstudie mit
sechs Teilnehmenden von guter erster Zurechtfin-
dung. Es kommt allerdings in diesem Projekt gele-
gentlich zu Orientierungsproblemen. Manchmal
verschwindet der virtuelle Charakter selbst oder
andere Gegenstdnde in Béden, Wanden und De-
cken. Auch dieses Problem ist bekannt und wurde
schon von Teilnehmenden einer Fallstudie von
Ardal et al. [1] und Muender et al. [17] bemangelt.
Vorvisualisierung in VR ist, mit leichten Einschrén-
kungen, also auch von ungetbten Personen gut zu
benutzen. Bevor in die virtuelle Realitdt eingetreten
werden kann, muss allerdings erst ein Raum und
ein funktionierendes VR-Setup mit dem ge-
wulnschten Headset aufgebaut werden. Das kostet
auch wieder Zeit und Aufwand. Wie lange so ein
Aufbau dauert, wurde nicht Uberpruift, da das Tra-
ckingfeld fur die VR-Headsets bereits aufgebaut
war. Deshalb mussten lediglich die Programme zur
Benutzung der Vive Pro installiert werden, was
problemlos ablief.

AuBerdem zu erwdhnen ist, dass bei diesem Pro-
jekt nur relativ einfache Szenen ausprobiert wur-
den. Sollen kompliziertere Szenen mit Kamerabe-
wegungen oder sich bewegenden Objekten vorvi-
sualisiert werden, wird die Realisierung in der
Spiele Engine auch um einiges komplizierter.

VI Fazit und Ausblick

Mithilfe von Lumen kann mit geringem Aufwand
und ohne viel Vorwissen eine immersive Beleuch-
tung gelingen. Aufgrund von globaler Beleuchtung
wirkt die Szene deutlich realistischer als nur mit di-
rekter Beleuchtung. Durch eine hybride Raytracing
Pipeline und verschiedene Approximationen ge-
lingt die Berechnung der globalen Beleuchtung in
Echtzeit. Die Approximationen sorgen allerdings
dafar, dass die Berechnung der Beleuchtung nicht
so akkurat geschehen kann wie mit vorgerender-
tem Raytracing. Jedoch beschleunigt die Echtzeit-
Berechnung den Workflow immens. Jede Ande-
rung am digitalen Set, ob in der Architektur oder
am Licht, wirkt sich in Echtzeit auf die Beleuchtung

FKTG Journal

54

des gesamten Sets aus. Besonders in VR wird man
so nicht aus der Immersion gerissen. Die Physik-
basierte Berechnung birgt das Potenzial einer ge-
nauen Vorvisualisierung. Reflexionen und Lichtver-
hdltnisse kénnen gut vorhergesagt werden, was
Beleuchtungsprobleme am realen Set vermeiden
kann. Um allerdings eine korrekte Berechnung zu
ermoglichen, mussen die Reflexionseigenschaften
von Materialien und Assets korrekt in das digitale
Set
scans-Datenbank bietet dabei eine Vielzahl phy-

implementiert werden. Die Quixel-Mega-
sikalisch korrekter Materialien und Pflanzen [22].
Bezluglich Assets kann es fir den Setnachbau
noch zu Problemen kommen, da die Datenbank
hier nicht so eine groRe Auswahl bereitstellt.

Aber nicht nur die Assets, sondern auch die Lichter
mussen korrekte Eigenschaften besitzen. Wo sich
bei Scheinwerfern und anderer Setbeleuchtung
die Eigenschaften schnell nachschlagen lassen
oder variierbar sind, ist das Vorhersagen von Ta-
geslicht komplexer. Hier kdénnte ein kostenloses
Plugin der Unreal Engine, dass Sonnenlicht simu-
liert, Abhilfe schaffen. Darin kbnnen verschiedene
Parameter (Dotum, Uhrzeit, Koordinaten, Him-
melsrichtung usw.) variiert und an den geplanten
Drehort angepasst werden. Ein dhnliches, jedoch
selbst entwickeltes Tool wurde, besonders in Bezug
auf Lumen, von Blandet et al. [3] als gut evaluiert.
So eine Simulation kénnte auch hier den Workflow
verbessern. Bei dem Problem der wenigen Assets
kénnte auch auf eine andere Unreal Software zu-
gegriffen werden. Das Programm Capturing Rea-
lity ist in die Unreal Engine 5 integriert worden [6].
Durch Photogrammetrie kénnen damit Objekte
aus der Realitét digitalisiert werden. Wie gut und
einfach Capturing Reality beim Integrieren und
Scannen von Assets funktioniert, muss noch Uber-
praft werden. Auch wie die eingescannten Assets
in Bezug auf Lumen funktionieren, wére dabei re-
levant. So kénnte das Problem der zu wenigen As-
sets reduziert werden.

Eine Uberprufung der physikalischen Genauigkeit
von Lumen kénnte auch durchgefuhrt werden. So
kénnte ein realer Raum fotografiert oder gefiimt
und dann nachgebaut werden. Anhand eines Ver-
gleiches der Simulation und einer Aufnahme aus
der Realitat kénnte die Gute der Simulation beur-
teilt werden. Im Zuge dessen wérre auch eine Uber-
prafung der verschiedenen Kamera- und Linsen-
einstellungen in der Unreal Engine sinnvoll.
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AbschlieRend wdre es erneut wichtig in Fallstudien
festzustellen, wie Filmschaffende das neue Be-
leuchtungssystem beurteilen. Wie evaluieren die
Personen, die solche Systeme benutzen sollen, die
neue Beleuchtung in Bezug auf Einfachheit und
Anwendbarkeit?

(Alle Bilder, falls nicht gesondert erwdhnt: der Autor)
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> 6G: Ein Blick in die Kristallkugel

Bis zu 250 Millionen Euro gehen in den Aufbau der vier 6G6-Forschungs-Hubs.

Die Einfuhrung der funften Generation des Mobil-
funks (5G) ist in Deutschland bereits fortgeschrit-
ten und wer das Glick hat, in einem 5G-Versor-
gungsgebiet zu leben und das richtige Endgerét
besitzt, genielbt Datenraten, die die Frage aufwer-
fen kédnnte, warum man nun noch mehr fordern
sollte. 5G wird auch in industriellen Anwendungen
und in der Medienproduktion genutzt. Aber 6G ist
in Planung. Und die Bundesrepublik Deutschland
nimmt das Thema ernst.

Das Bundesministerium flr Bildung und Forschung
férdert vier sogenannte Forschungs-Hubs mit den
Namen 6G-life, 6G-RIC, 6GEM und Open6GHub.
»Bis zu 250 Millionen Euro gehen in den Aufbau der
vier 6G-Forschungs-Hubs.« Was aber sind die
Zielsetzungen bei der 6G-Entwicklung und wie
sieht der Zeitplan aus? Wie zu erwarten, haben die
Hersteller der Netz-Komponenten, also vor allen
Dingen Ericsson, Huawei und Nokia, sehr spezifi-
sche Vorstellungen, denn sie méchten die ersten
sein, die mit der neuen Technik auch neue Um-
sditze generieren kénnen.

Etwas neutraler sind da die Vorstellungen der In-
ternationalen Fernmeldeunion (International Tele-
communication Union, ITU), der auf Informations-
und Kommunikationstechnik spezialisierten Unter-
organisation der Vereinten Nationen. In deren
Terminologie steht International Mobile Commu-
nications (IMT) 2020 fur 5G und IMT 2030 fur 6G.
Das folgende Diagramm zeigt die Ideen zur Leis-
tungserweiterung fur 5G und die neuen Fdhigkei-
ten von 6G.

Viele der hier aufgefuhrten Ziele sind wohl selbst-
erkldrend, geht es doch oft um eine Leistungsstei-
gerung gegenuber heutigen Mobilfunknetzen.
Aber einige der Forderungen bedurfen der Inter-
pretation. Die Connection density von einer bis 100
Millionen Gerdaten pro km2 (also von einem bis zu
100 Gerdaten pro m2) kann nur so verstanden wer-
den, dass 6G auch das Internet of Things (loT) be-

dienen soll.
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6G aus der Sicht der ITU

Quelle: https://www.itu.int/en/ITU-R/study-groups/rsg5/rwp5d/imt-
2030/Pages/default.aspx

Ob das aber mit einem Mobilfunkstandard sinn-
voll ist? Die Genauigkeit der Ortsbestimmung im
Zentimeter-Bereich und die Forderung nach der
Fahigkeit des Sensing, also der Positionsermitt-
lung, sollen neue Anwendungsfelder eréffnen. Zu-
verld@ssigkeit und geringe Latenz sind unter ande-
rem far Anwendungen im flieRenden Verkehr es-
sentiell usw.

Das Sagen haben aber auch die Netzbetreiber, die
ja in die 6G-Infrastruktur investieren sollen. Deren
ist die
Alliance

wohl bedeutendster Zusammenschluss
Next Mobile
(NGMN), in der praktisch alles vertreten ist, was in

Generation Networks
der Branche Rang und Namen hat. Im Februar
2023 hat NGMN ein Positionspapier verédffentlicht,

das die folgenden vier groBen Ziele formuliert
(https:/ [www.ngmn.org/wp-
content/uploads/NGMN _6G _Requirements _and _Design_Con
siderations.pdf):

Enhanced Human Communication, Enhanced Ma-
chine Communication, Enabling Services, Network
Evolution. Unter diesen sehr generischen Begriff-
lichkeiten verbergen sich vielféltige detaillierte
Vorstellungen. Zu Enhanced Human Communica-
tion gehéren danach z. B. die Unterstitzung von
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Virtual Reality, die Einbindung von Wearables oder
die haptische Kommunikation, also das Fuhlen
Uber das 6G Netz. Enhanced Machine Communi-
cation bezieht sich auf autonome Maschinen, mit-
einander kommunizierende Roboter, oder die Ko-
operation zwischen Mensch und Roboter.

Enabling Services basieren auf genauer Ortsbe-
stimmung, optimaler Energieeffizienz der Endge-
réte und dem angesprochenen Sensing. Schlie-
lich sollen wirklich fldchendeckend Netze bei ge-
ringem Energieverbrauch erméglicht werden. Um
diese noch immer eher abstrakten Forderungen
mit Beispielen zu illustrieren: Das Konzept des Di-
gitalen zwillings (Digital Twin) wére so ein neuer
Service. Hier gibt es fur reale Gerdte, beispiels-
weise ein Auto, ein mittels Netz verbundenes virtu-
elles Pendant, das zu jeder Zeit denselben Be-
triebszustand einnimmt wie das reale Objekt, so
dass beispielweise Fehler-Detektion jederzeit
moglich ist und (hoffentlich) auch Fehlerbehe-
bung. Fldchendeckende Netze sollen »3D-Netze«
sein. In denen kooperieren die Basisstationen am
Boden mit fliegenden Basisstationen an Bord von
Drohnen, Flugzeugen, Ballonen oder Satelliten. Und
natdrlich soll die Kommunikation Uber 6G-Netze
sicher sein. NGMN fordert Langzeitsicherheit auch
gegenulber irgendwann einmal zu erwartenden

Quantencomputern.

Wann soll es denn so weit sein? Das 3rd Genera-
tion Partnership Project (3GPP) und seine Mitglie-
der sind die Taktgeber und definieren die Aktivita-
ten an Hand von »Releases«. Fur Release 19 arbei-
tet 3GPP derzeit an 5G Advanced, hat aber mit der
Phase 1 der Arbeit an 6G im Mai 2024 begonnen.
Ein Workshop hat die méglichen Use Cases disku-
tiert. Und im April hat man sich auf ein Logo geei-
nigt:

-

(Quelle: 3GPP)

Aligemein wird erwartet, dass 6G (»IMT 2030«)
auch tatséchlich ab 2030 ausgerollt werden kann.

Welches sind denn nun einige der Themen, an de-
nen weltweit in Vorbereitung einer moglichen
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Standardisierung geforscht wird? Ein Blick auf die
6G Hubs gibt einen Eindruck: Einige der dort auf-
tauchenden Schlagworte sind: Umsetzung neuer
Verfahren der Informationstheorie (u.a. Post-
Shqnnon—Theorie), THz-Kommunikation, Joint
Communication and Sensing, Einsatz kunstlicher
Intelligenz zur Steuerung der im Netz vorhandenen
Freiheitsgrade, Body area networks, Cell-free
massive MIMO, Sicherheit und Resilienz. Andere
Themen, die man in der Fachliteratur findet, sind
Reflecting Intelligent Surfaces (RIS) und Visible
Light Communication (VLC). Diese Liste ist bei
weitem nicht vollstéindig. Greifen wir doch einfach

ein paar auch gut erlduterbare Beispiele heraus.

Die Idee, Funkubertragung auch in Frequenzbdén-
dern zu erméglichen, die noch nicht von weltweiter
Regulierung betroffen sind, liegt auf der Hand. Das
sind allerdings Frequenzen ab 100 GHz (genannt
sub-THz) bis 3000 GHz. Im Bereich um 300 GHz
gibt es sogar bereits einen IEEE Standard (IEEE
802.15.3d-2017) fur die Punkt-zu-Punkt-Ubertra-
gung. Der Haken an der Sache ist, dass bei derart
hohen Frequenzen zwar Bandbreiten von n GHz
mdglich sind, die Freiraumdédmpfung aber sehr
signifikant ist. Fir 300 GHz liegt sie per 100 m bei
122 dB. Daher die Einschrénkung auf eine Punkt-
zu-Punkt-Ubertragung.

Das folgende Bild zeigt Komponenten einer THz-
Funkstrecke, die an der Technischen Universitét
Braunschweig (Institut far Nachrichtentechnik,
Abteilung Mobilfunksysteme) im Rahmen des
deutsch-japanischen Forschungsvorhabens THoR
realisiert wurde. Uber 150 m wurden hier bei
300 GHz pro 2 GHz breitem Funkkanal hin und zu-
rick jeweils 20 Gbit/s Ubertragen. Das im Hinter-
grund rechts zu sehende Gebdude trégt die ge-
genseitigen Komponenten.

Komponenten einer THz-Punkt-zu-Punkt-Funkstrecke
in Braunschweig (Quelle: TU Braunschweig)
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Will man im Frequenzbereich noch héher hinaus,
so erreicht man das Gebiet des Infrarot- oder des
sichtbaren Lichtes. Letzteres wird fur Visible Light
Communication (VLC) genutzt. Auch VLC soll bei
6G Verwendung finden. Datenstréme mittels Licht
zu Ubertragen, eignet sich z. B. in Umgebungen, in
denen Explosionsschutz wichtig ist oder unter
Wasser. Punkt-zu-Punkt-Verbindungen mit
Gbit/s-Datenraten hat das Fraunhofer HHI schon
vor Jahren gezeigt und zur Marktreife gebracht.
Selbst im Licht aus klassischen LED-Deckenleuch-
ten lassen sich hohe Datenraten, fUr Menschen
nicht wahrnehmlbar, einbetten. Da das »Versor-
gungsgebiet« einer solchen Datentbertragung lo-
kal sehr begrenzt ist, eignet sie sich zum Beispiel
far die Bereitstellung von Informationen Uber Pro-
dukte im Geschdft. Idealerweise lassen sich die
Daten Uber die in SmartPhones vorhandenen Ka-
meras decodieren und die eingebetteten Inhalte
auf deren Bildschirm anzeigen. An der TU Dort-
mund hat sich das Team um Prof. Rudiger Kays
intensiv mit der VLC-Nutzung durch Kameras aus-

einandergesetzt.

In der Fachliteratur finden Reflective Intelligent
surfaces (RIS) groRe Beachtung. Dabei handelt es
sich um »Funkspiegel« aus zahlreichen Elementen,
man spricht von Meta-Materialen. Die Idee ist es,
mittels RIS-Endgerdte an Orten zu erreichen, die
von einer Basisstation nicht direkt versorgt werden,
weil sie sich z. B. hinter Geb&uden befinden. Das
besondere an RIS ist es, dass deren Reflektions-
Richtung gesteuert werden kann, um den Funkka-
nal zu den Endgerdéten zu optimieren. Ein Nachteil
der RIS ist es, dass die jeweiligen Ddmpfungen von
der Basisstation zum RIS und die zum Endgerét
sich (logarithmisch) addieren. Die Theorie der RIS
ist mittlerweile sehr gut verstanden. Inwieweit sie
in der Praxis Verwendung finden werden, ist sicher
noch offen, denn wenn sie zum Betrieb Infrastruk-
tur, wie z. B. Stromversorgung, benétigen, kénnten
sie moglicherweise auch durch aktive Repeater
ersetzt werden (mom denke hier an die Uberall
vorhandenen WiFi-Repeater).

FKTG Journal

58

Visualisierung eines RIS und der reflektierten Signale
(skala in dB)

Quelle:

https:/ /www.researchgate.net/publication/343753763 _Intelligent _R
eflecting _Surfaces _With_Spatial _Modulation _An_Electromagnetic
_Perspective

Dem Thema Joint Communication and Sensing
weisen Forscher, Hersteller und Netzbetreiber
grofbe Bedeutung zu. Man kann sich das Prinzip so
vorstellen, dass die Kombination der Signale im
Uplink und Reflektionen der im Downlink ausge-
strahlten Signale an Objekten, an Menschen etc.
deren genaue Positionsermittiung ermdglichen.
Das kann zweifellos unter anderem dabei helfen,
Unfdlle zu vermeiden, wenn beispielsweise ein
PKW-Fahrer vor dem Abbiegen Uber das 6G-Netz
die Information erhdlt, dass hinter der nicht ein-
sichtigen Kurve eine Person mit Kinderwagen die
StraRe Uberquert. Aber die Sache kann auch an-
dere Konsequenzen haben. Gerade in der neues-
ten Ausgabe des IEEE Communication Magazine
(Mai 2024, s. 104 ff) findet sich eine Betrachtung
des Risikos, dass mit dieser Technik der Aufent-
haltsort von Menschen mit hoher Prézision festge-
stellt werden kann. Die Autoren stammen nicht,
wie die zahlreicher anderer Aufsétze dieses Heftes
aus der Volksrepublik China, sondern (sic!) aus
Taiwan.

Autor: Ulrich Reimers
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Aus der FKTG

> 30. FKTG Fachtagung in Mainz

Die 30. Fachtagung der Gesellschaft fiir elektronische Medien fand vom
3. bis 5. Juni 2024 im Business-Center »Alte Waggonfabrik« in Mainz statt.

Montag, 3. Juni

Der Wetterbericht verhie3 nichts Gutes: Dauerre-
gen und Uberschwemmungen im Stden Deutsch-
lands machte die Anreise fUr einige Teilnehmende
zum unfreiwilligen Abenteuer - und erforderten
auch fur die Eréffnung der 30. FKTG Fachtagung in
Mainz kurzfristige Anderungen im Programm. Aber
dazu spater mehr.

Am Veranstaltungsort selbst war von diesen Tur-
bulenzen zundchst nichts spurbar: Bei vorwiegend
sonnigem Wetter strbmte am Montag, den 3. Juni
ein buntes Teilnehmerfeld ins Business-Center
»Alte Waggonfabrik« in Mainz. Insgesamt 300 Teil-
nehmende aller Altersstufen und aus allen Berei-
chen der Medientechnik waren vor Ort dabei oder
verfolgten die Veranstaltung wdéhrend der drei
Tage via Livestream.

Eréffnet werden FKTG Fachtagungen traditionell
mit GruBworten aus der Politik, der gastgebenden
Stadt und der Medienbranche. In Mainz sandten
der Minister flr Arbeit, Soziales, Transformation
und Digitalisierung des Landes Rheinland-Pfalz,
Alexander Schweitzer, sowie der Oberblrgermeis-
ter der Stadt Mainz, Nino Haase, eine Videobot-
schaft. Mainz sei ein Medienstandort »von Guten-
berg Uber den SWR bis hin zum ZDF«. Zudem sei
die Stadt auch fur Technologien jenseits von Bio-
technologie und Life Science offen.

Das dritte GruBwort, ebenfalls per Videobotschaft,
Ubernahm Dominique Hoffmann als stellvertre-
tende Vorsitzende der Produktions- und Technik-
Kommission der ARD (PTKO) und FKTG-Vor-
standsmitglied. Sie betonte, wie wichtig es sei,
dem disruptiven Wandel mit neuen Formen der
Mediennutzung und tiefgreifenden Ver&nderun-
gen und Weiterentwicklungen im Bereich der
Technologie durch kontinuierlichen Austausch von
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Erfahrungen mit anderen Branchenteilnehmenden
zu begegnen.

Auch in diesem Jahr ehrte die Gesellschaft Perso-
nen und Projekte mit herausragenden Leistungen
im Bereich der Medientechnologie. So ging der In-
novationspreis fur Medientechnologie in der Infor-
mationstechnik an das Team des Fraunhofer
Heinrich-Hertz-Instituts, Decai Chen, Peter Eisert,
Ingo Feldmann, Arne Finn, Anna Hilsmann, Peter
Kauff, Wieland Morgenstern, Ralf Schdéfer, Oliver
Schreer, Marcus Zepp, fur die Entwicklung der 3D
Human Body Reconstruction (3D HBR) als einer

Basistechnologie fur das Volumetric Scanning.

Ingo Feldmann (Mitte) mit Prof. Dr.
und Prof. Dr. Stephan Breide

Und wenn wir schon bei Volumetric
Scanning sind, war die Vergabe
Oskar-MefRter-Medaille  an
Sven Bliedung von der Heide als
Mitbegrinder der im Jahr 2018 ge-
grundeten Volucap GmbH, dem

der

Sven Bliedung
von der Heide

ersten volumetrischen Studio in
Deutschland, nur folgerichtig. Die
FKTG wirdigte damit seine groen Verdienste fur
die Film- und Fernsehproduktion durch die erfolg-
reiche EinfUhrung des Volumetric Scanning mit
Volucap in der internationalen Filmproduktion.
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Die Laudationes fur beide Auszeichnungen sollte
Dr. Johannes Steurer Ubernehmen, der allerdings
aufgrund der Wetterlage nicht anreisen konnte.
Diese Aufgabe Ubernahm Prof. Dr. Stephan Breide
(Fachhochschule Sudwestfalen), der die Texte
Steuers auf eigene Art interpretierte.

Doch wie bei der FKTG Ublich, wurde nicht nur
etablierte Képfe, sondern auch der wissenschaft-
liche Nachwuchs mit Preisen bedacht. Den Rudolf-
Urtel-Preis, Férderpreis fur den wissenschaftlichen
Nachwuchs, erhielt Dr.-Ing. Lucca Richter far seine
an der Technischen Universitét Braunschweig ent-
standene Dissertation »A 5G New Radio Terrestrial
Broadcast Systeme. Die Laudatio hielt Prof. Dr. Ul-
rich Reimers.

Dr. Lucien Lenzen, einer der beiden Hochschulbe-
auftragten im Vorstandsteam der FKTG, fUhrte an-
schlieBend in die Verleihung der Hochschulabsol-
ventenpreise ein. Die FKTG zeichnete folgende
Leistungen aus:

¢ Benjamin Brand fur seine Technischen Hoch-
schule NUrnberg entstandene Bachelorarbeit
mit dem Titel »Development and Evaluation of
a Toolbox for Conversion Between Various
Camera Parameter Conventionsx;

¢ Maja Michaelis fur ihre an der Hochschule
Dusseldorf entstandene Bachelorarbeit »Licht-
anpassung im virtuellen Studio unter Verwen-
dung von Augmented Reality«;

e Maike Kaiser fur ihre an der Hochschule Rhein-
Main in Wiesbaden entstandene Masterarbeit
»Herausforderungen und Herangehensweise
bei der Einbindung eines Large Language Mo-
dels in den Newsworkflow - betrachtet am
Beispiel der EinfiUhrung von ChatGPT«.

Herzlich willkommen
zur 30 FI(“G Faghtagung -

ch g
4}

Die Preisverleihung (v.l.n.r.): Prof. Dr. Ulrich Reimers,

Dr. Lucca Richter, Maike Kaiser, Sven Bildung von der
Heide, Benjamin Brand, Sonja Langhans, Ingo Feld-
mann, Dr. Lucien Lenzen, Prof. Dr. Rainer Schéfer

FKTG Journal

60

Im Rahmen der FKTG Fachtagung ehrt die Gesell-
schaft auch Mitglieder, die sich in besonderer
Weise um die FKTG verdient gemacht haben, mit
der Vergabe einer Ehrenmitgliedschaft. Ein solches
Mitglied ist Klaus Sandig, der sich seit Jahren als
Regionalgruppenleiter in Tharingen und Mit-Orga-
nisator der Thuringer Mediensymposien engagiert.
In seiner Laudatio resimierte Prof. Dr. Hans-Peter
Schade die fruchtbare Zusammenarbeit der bei-

den von ihren Anféngen bis heute.

Prof. Dr. Rainer Schdafer, Sonja Langhans mit Klaus
Sandig und Prof. Dr. Hans-Peter Schade

Far den musikalischen Rahmen der Eréffnung und
Preisverleihung sorgten Finn ODonnell-Honow
(Gesang) und Benedikt Frohlich (Klavier) von der
Johannes-Gutenberg-Universit&t in Mainz und ih-
rer Interpretation moderner Filmsong-Klassiker
vom James-Bond-Film »Spectre« bis hin zu »Die
Kinder des Monsieur Mathieuc.

Finn O’'Donnell-H6now und Benedikt Fréhlich brachten

Kléinge aus modernen Filmklassikern mit.

Prof. Dr. Rainer Schdéfer, 1. Vorsitzender der FKTG,
und die 2. Vorsitzende Sonja Langhans fuhrten
wdhrend der Er6ffnung durch das Programm.
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Doch bevor die Eréffnung der 30. FKTG Fachtagung
offiziell beendet und der Staffelstab an die Mode-
ration der Themenbldcke Ubergeben wurde, stell-
ten sich alle anwesenden Vorstandsmitglieder
nochmals mit ihren jeweiligen Aufgaben vor.

FKTG

die unabhéangige
MEDIA/IT-P; ﬂche";JBMOr{;;:!

g

Der Vorstand der FKTG in Mainz (v.l.n.r.): Prof. Dr. Rai-
ner Schdafer, Sonja Langhans, Ulf Genzel, Jan Bohacek,
Jurgen Sewczyk, Dr. Lucien Lenzen und Michael Bauer.
Es fehlten Dr. Christione Janusch und Dominique
Hoffmann.

Die Fachvortrédge begannen am Nachmittag mit
dem Thema »Strategie und Innovation«, moderiert
von Ulf Genzel. Er ging auf die wechselvolle Nut-
zungsgeschichte der »Alten Waggonfabrik« ein,
die man nicht nur auBen, sondern auch im Inneren
des Veranstaltungssaals sehen konnte.

Thematisch war auch hier zun&chst das Wasser
tonangebend: So berichtete der soeben mit der
Oscar-Mefter-Medaille  ausgezeichnete Sven
Bliedung von der Heide (Volucap) von seinen Er-
fahrungen beim Einsatz von Volumetric Capture, KI
und Deepfakes in der Medienproduktion. Unter an-
derem entstand far den Film »Matrix Resurrec-
tions« ein volumetrisches Unterwasser-Studio. Vo-
lucap war bei der Entwicklung anspruchsvoller Ac-
tionsequenzen und Visual Effects aktiv und arbei-
tete zwei Jahre eng mit den Matrix-Machern um
Regisseurin Lana Wachowski. Mehr zum Thema

auch hier.

Weniger unter Wasser, sondern
auf dem Wasser findet die SailGP
statt, wobei Ubergénge flieRend
sind, zumindest wenn man die Bil-
der des Imagefilms zum erst vor

wenigen Jahren initiierten Segel-

Jonas Badura

wettbewerbs betrachtet. Jonas
Badura (Riedel Communications)

berichtete von den technischen Neuerungen, die
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Thomas Riedel und Sebastian Vettel, Grinder des
ersten deutschen SailGP-Teams, gemeinsam auf
den Weg gebracht haben: Von der »wasserfesten«
Remote-Teamkommunikation bis zum Thema
Nachhaltigkeit.

Seinen Vortrag aus 2022 »Everyth-
ing. Everywhere. All at Once?«
setzte Alain Polgar (mediaSTRAT)
mit neuen Erkenntnissen fort. Vor
zwei Jahren stellte er auf der Fach-
tagung seine VUCA-These (vola-

Alain Polgar

tility, Uncertainty, Complexity, Am-
biguity) vor, die den Wandel vom
linearen TV hin zum Streaming beschreiben. Der
Wandel verlaufe langsam, noch sei Streaming
kaum profitabel. Ein besonders umkdmpfter Zu-
kunftsmarkt sei der Bereich der Sportubertra-
gungsrechte. Wichtig seien bei Kaufentscheidun-
gen Nutzungsrate, personelle Voraussetzungen zu
Planung und Betrieb und ein Blick auf die Kompa-
tibilitt der kommerziellen Modelle.

Malte Spohr (sommer + spohr
consulting for media) zeigte im
Anschluss, wie sich Innovations-
projekte praktisch umsetzen las-
sen. Dabei geht er von einer agilen
Arbeitsweise aus, die neue As-

Malte Spohr

pekte im laufenden Prozess er-
fasst. Neben einer Checkliste fur
die Ermittlung von Innovationsprojekten zeigte er
einen »Projektgenerator«, dessen Kategorisierung
Technik, Workflows, Team, Auftraggeber und Pro-
jekt berucksichtigt.

Im zweiten Teil des Nachmittags kamen zum
Thema Innovation noch die Ausbildung hinzu. So
zeigten Prof. Dr. Siegfried Fofkel, Prof. Dr. Peter C.
Slansky und Simon von der Au (HFF Minchen) am
Beispiel des CreatiF Centers der HFF MUnchen, wie
die Hochschule das Innovationsmanagement ge-
staltet. Das Innovations- und Transferzentrum der
HFF besteht aus drei Teilprojekten: Dem integrati-
ven Produktionsmanagement, das neue Work-
flows adaptiert und Software und Tools fur die
Filmproduktion entwickelt, dem Creative Innova-
tion Lab (CIL), das als Reallabor fur innovative
Technologien dient und dem Filmerbe der HFF, was
unter anderem die Digitalisierung analogen Film-
materials und die Entwicklung einer Mediathek
umfasst.
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Prof. Dr. Peter C. Slansky, Prof. Dr. Siegfried F6Rel und
Simon von der Au

»Irgendwas mit Medien« wollen
viele machen, doch welche Be-
rufsbilder es bei Live-Fernsehpro-
duktionen gibt, sei nur wenig be-
kannt, so Yessica Grokkopf (HdM

Stuttgort), die far ihre Bachelorar-
Yessica Grok- beit die Bereiche Aufnahmeleitung,
kopf Bildmischung, Kamera, Licht, Regie

und Sendeton, die Berufsbezeich-
nungen und Berufsbilder genauer anschaute. Da-
bei gebe es flr einige Berufsbilder unterschiedli-
che Berufsbezeichnungen und Uberschneidungen
in den Aufgabenbereichen. Diese Verwirrung sei
allerdings nicht neu, sondern bestehe bereits seit
Jahrzehnten. Um den Fachkréftemangel in der
Medienbranche etwas entgegenzusetzen, musse
man daher bereits in Schulen auf die verschiede-
nen Berufsbilder aufmerksam machen.

Abgerundet wurde der erste Tag durch ein ARD-
Panel zu technischen Innovationsthemen mode-
riert von Stephan Heimbecher (SWR/ARD). Benja-
min Fischer, Tobias Rahn (beide ARD), Lars Hilde-
brandt (WDR), Malte Blumberg (SWR) und Steffen
Bittner (MDR) berichteten Uber Aktuelles aus den
von funf Competence Centern (CC) innerhalb der

Sendergruppe, die sich um Frequenzmanage-
ment, Produktion und Infrastruktur, HbbTV/Platt-
formen, Al und Analytics sowie AV-Streaming

kimmern und jeweils von einer Sendeanstalt der
ARD-Gruppe federfUhrend betreut werden. Mit
dieser neuen Form der Zusammenarbeit will man
sich grundlegend neu aufstellen und die techni-
schen Weichenstellungen fur die Zukunft stellen,
nicht nur fur die Nutzung innerhalb der Gruppe,
sondern auch mit der Offnung fur andere 6ffent-
lich-rechtliche Partner.

AR B
R T

ARD-Panel (v.L.n.r.): Malte Blumberg, Steffen Bittner,
Lars Hildebrandt, Benjamin Fischer und Stephan
Heimbecher, per Video zugeschaltet: Tobias Rahn

Abgerundet wurde der erste Tag der FKTG Fach-
tagung durch den Gesellschaftsabend in der Alten
Lokhalle. Neben gutem Essen und dem ein oder
anderen Glas Wein konnten sich die Teilnehmen-
den unter anderem auf eine Poetry-Slam-Einlage
von Markus Berg freuen. Zudem bedankten sich
Prof. Dr. Rainer Schéfer und UIf Genzel als Vertreter
des aktuellen FKTG-Vorstands bei dem langjdhri-
gen GeschdaftsfUhrer Jurgen Burghardt fur seinen
Einsatz bei der Weiterentwicklung der FKTG und
dem Aufbau der FMS FKTG Medien und Services
UG. Dazu kamen auch die ehemaligen FKTG-Vor-
sitzenden Prof. Dr. Ulrich Reimers, Prof. Dr. Stephan
Breide und Prof. Dr. Siegfried FoRel sowie die wei-
teren Vorstandsmitglieder nochmals auf die
BuUhne.

(Bilder Seite 59 bis 62: Credit: Milton Arias)

Verabschiedung des Geschdaftsfuhrers Jirgen Burghardt (7.v.l.) auf dem Gesellschaftsabend (Bild: Ralph Zahnder)

FKTG Journal
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Dienstag, 4. Juni

Bereits der Poetry Slam am Gesellschaftsabend
verriet: Das Thema Kunstliche Intelligenz (k1)
nimmt in der Medientechnologiebranche aktuell
viel Raum ein. So auch am zweiten Tag der FKTG
Fachtagung mit gleich drei Themenblbcken, die
sich mit der Integration von Kl in die Medienpro-
duktion, der Datenanalyse und in der Nutzung fur
Kommunikationsdienste befassten. Doch es blieb
auch ausreichend Zeit fir andere Themen wie 5G,
Produktionsworkflows, neue Dienste, Audio und
HDR.

Kl fir Kommunikation, Newsroom-Workflows
und Datenanalyse

Den Anfang machte Jonathan Kull (Qvest GmbH).
Er erlduterte, wie Automatisierung und Kl die Me-
dien-Workflows optimieren und damit die Zu-
schauerbindung erhéhen kénnen.

Ingo Feldmann und das Team vom Fraunhofer HHI
prdsentierten ein 3D-Kommunikationssystem fur
hybride Konferenzen, das Echtzeit-Interaktion und
Gestenerkennung ermdglicht. Georg Thallinger
(Joanneum Research) stellte menschenzentrierte
Werkzeuge vor, die KI-Anwendungen zur Analyse
audiovisueller Inhalte und zur Erstellung fairer Da-
tensdtze verbessern. So sollen journalistische und
redaktionelle Prozesse unterstitzt werden. Tim De-
Vreese (Synamedia) zeigte schlieBlich, wie KI-ba-
sierte Optimierungen bei Videocodecs zu erhebli-
chen Bandbreiteneinsparungen, Kostenreduktio-
nen und einer besseren Videoqualitat fihren kén-
nen.

Danach ging es konkreter um den Einsatz von Kl
im Newsroom und es wurden verschiedene An-
sdtze zur Integration von Kunstlicher Intelligenz in
die Nachrichtenproduktion présentiert. David Car-
dinale (CGI) betonte, dass KI-Tools als Assisten-
ten betrachtet werden sollten, die Journalisten von
zeitaufwdéndigen Aufgaben entlasten und somit
mehr Raum fur die inhaltliche Arbeit schaffen sol-
len. Eine zentrale Plattform, die alle Tools integriert,
kénne so dabei helfen, die Effizienz zu steigern und
die Qualitat der Berichterstattung zu verbessern.
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Maike Kaiser

Maike Kaiser (Hochschule RheinMain) diskutierte
die Einbindung von ChatGPT in den Nachrichten-
workflow. Sie erl@uterte, dass KI-Modelle wie Chat-
GPT unter bestimmten Voraussetzungen den
Journalismus unterstitzen kénnen, wobei rechtli-
che und ethische Anforderungen sowie menschli-
ches Feedback berucksichtigt werden mussen. Sie
empfahl den Einsatz weiterer OpenAl-Modelle, um
verschiedene Anwendungsfdlle abzudecken. Den-
nis Quandt, ebenfalls von der Hochschule Rhein-
Main, stellte ein Transformer-basiertes System far
den automatisierten Videoschnitt vor. Dieses Sys-
tem ermdgliche die schnelle und effiziente Erstel-
lung qualitativ hochwertiger Nachrichtenclips, die
sowohl semantisch kohdrent als auch stilistisch
professionell seien. Die Studien zeigten, dass das
System eine effektive Unterstatzung fur Journalis-
ten im Tagesgeschdft biete. Alle Vortréige ver-
deutlichten das Potenzial von KI, die Effizienz in der
Nachrichtenproduktion zu erhéhen und gleichzei-
tig die journalistische Qualitét zu wahren.

Unter dem Motto »From Hype to Impact« présen-
tierte Jakob Rosinski (AW)S prognostizierte
Wachstumsraten und praxisnahe Anwendungen
von generativer Kl fur die audiovisuelle Optimie-
rung und Archivmaterial-Aggregation. Ein weiterer
Vortrag von Dr. Vladyslav Danilov und Philipp Broze
(beide nachtblau GmbH) beschdftigte sich mit
der Nutzung von Deep Neural Networks zur Ver-
besserung der journalistischen Videoanalyse und

des »Video Retrievals«.

Matthias Schndll
(Hochschule Anhalt) und M.Sc. Jacqueline Knobe

Zudem diskutierten Prof. Dr.

(zDF) die Entwicklung eines KI-Modells zur auto-
matisierten Datenerfassung im FuBball. Abschlie-
BRend beleuchtete Daniel Schuchmann (MMI
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Munich Media Intelligence bzw. Hochschule Rhein-
Main) die transformative Rolle von NLP-Technolo-
gien und Machine-Learning-Modellen in der Ano-
malieerkennung fur AlOps.

Daniel Schuchmann

Mobilfunkstandards, Streaming und
Kontribution

Doch es sollte nicht nur um KI gehen am zweiten
Veranstaltungstag. Im Themenblock 5G beleuch-
tete Prof. Dr. Ulrich Reimers (TU Braunschweig) zu-
ndchst die Fortschritte und Anwendungsméglich-
keiten von 5G sowie die zukUnftige Entwicklung
und Innovationen im Bereich 6G und daruber hin-
aus. Walter Fischer (Rohde & Schwarz) verglich
die Technologien von 4G, 5G und 6G, insbeson-
dere im Hinblick auf Ubertragungsstandards und
deren Anwendungsbereiche.

Zudem diskutiert er die EinfiUhrung von 5G-basier-
tem Broadcasting. Jonas von Bedczy, ebenfalls
von der TU Braunschweig, fokussiert sich auf Me-
dienkonsum in Fahrzeugen, insbesondere auf in-
novative Broadcastlésungen wie OTFS fur 5G
Broadcast, die sperziell fir hohe Geschwindigkeiten
robust sein mussen.

BT e 5

b als Broadcnstlbsung?

Jonas von Bedczy (Bild: Angela Bunger)
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Im Rahmen der Diskussion Uber 5G, Streaming und
Kontribution in der Medienbranche wurden zudem
verschiedene Anwendungen in der Praxis vorge-
stellt. Zum einen erléuterte Ruediger Hnyk (Smart
Mobile Labs AG) wie ein eigenes 5G-Netz erfolg-
reich bei einer Live-TV-Produktion im Schwarzwald
integriert wurde, was trotz schwieriger topographi-
scher Bedingungen eine stabile Ubertragung si-
cherte.

Dies markierte einen Meilenstein flr zukinftige An-
wendungen dieser Technologie im Bereich der
mobilen Ubertragung. Zum anderen beleuchteten
Lukas Scheunert (Media Broadcast GmbH) und
Benjamin Wabel (WDR) die Vorteile eines 5G-
Campusnetzes far drahtlose Studio-Produktionen,
wobei Herausforderungen wie die Anpassung von
Zeitschlitzverfahren bewdltigt wurden.

Benjamin Wabel und Lukas Scheunert (Bild: Rainer
Schafer)

AnschlieBend beschrieb Gerd Schwager (SWR)
die Zentralisierung der Transcodierung von VoD-
Inhalten innerhalb der ARD. Damit sollten Kosten
gesenkt und die Effizienz gesteigert werden.

SchlieRlich stellten Lars Hildebrandt und Martin
Grohnme (beide WDR) die zentralisierte Li-
vestream-Origin-Plattform der ARD als Basis fur
eine moderne Multi-CDN- und Hybrid-CDN-Stra-
tegie vor. Diese ermdgliche eine flexible und kos-
teneffiziente Bereitstellung von Live-Streaming-
Inhalten.
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Von Produktionsworkflows zu neuen Diensten
und Entwicklungen im Audiobereich

Die Vortrédge im Themenblock Produktion und
Workflows befassten sich mit der Optimierung und
Analyse von Medienproduktionsprozessen sowie
der Integration moderner Technologien. Thomas
Gunkel (Skyline Communications) stellte die »Dy-
namic Media Factory« vor, die durch Harmonisie-
rung von ICT und Medien-Workflows mittels einer
MediaOps-Architektur betriebliche Effizienz stei-
gern und Kosten senken soll.

Anke Schénauer und Thomas Kéhler (beide ZDF)
présentierten methodische Ansétze zur Analyse
von Produktionsszenarien und Publikationsformen,
die strategische Entscheidungen in komplexen
System- und Prozesslandschaften unterstitzen
sollen, wéhrend Christian Barth und Florian Hennig
(beide Sky Deutschland) die Nutzung von Soft-
ware Defined Infrastructure zur Bewdltigung der
Herausforderungen moderner TV-Produktion er-
Orterten. Dabei standen Skalierbarkeit und Flexibi-
litéit im Vordergrund. Kevin Felkel (SWR Stuttgart
und HdM) untersuchte in seiner Masterarbeit die
Méglichkeiten der Remote-Produktion mit Star-
link-Antennen, die eine unabhdngigere und la-
tenzarme DatenUbertragung ermoéglichen kénn-
ten, um zukUnftige Produktionsanforderungen zu
erfullen.

Anke Schénauer und Thomas Kéhler Kevin Felkel

Mit der Weiterentwicklung der technologischen
Moglichkeiten, unter anderem im Bereich immer-
sive Medien, werden auch neue Dienste verflugbar.
So stellten Benjamin Feder und Paula Sophie Lo-
renz (beide Fraunhofer HHI) mit DOMEconnect
eine Plattform fur immersive und interaktive Ver-
anstaltungen vor. Ziel sei es, Teilnehmende, die
nicht direkt am Veranstaltungsort selbst sein
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kénnen, durch Technologien wie Echtzeitrendering
und VR-Brillen stdérker einzubeziehen und neue
Veranstaltungsformate zu schaffen. Im Anschluss
diskutierte Lea Piaskowski (HdM), welche TV-For-
mate von UHD/HDR im Vergleich zu HD/HDR profi-
tieren. Ihre Nutzerstudie zeigte, dass besondere bei
szenischen Produktionen UHD/HDR bevorzugt wir-
den, wdhrend bei Studio-Formaten die Erweite-
rung des Dynamikumfangs wichtiger sei. Kim
Seidler, Ralf Mack und Paula John (Eviden Ger-
many GmbH) beleuchten die Herausforderungen
und Chancen der digitalen Barrierefreiheit gemafn
dem Barrierefreiheitsstdrkungsgesetz ab 2025. Sie
betonen die Bedeutung von Prinzipien wie Wahr-
nehmbarkeit und Bedienbarkeit fur Applikationen
und die Leichte Sprache. AbschlieRend zeigte Sa-
bine Sarma (Parloa GmbH), wie Conversational Al
den telefonischen Kundenservice verbessern und
traditionelle IVR-Systeme abldsen kann. Dadurch
wurden effiziente und nattrliche Kundeninterakti-
onen ermoglicht.

Im Themenblock Audio stellte Michael Kemkes
(Riedel Communications) zundchst innovative
Lésungen fur die wachsenden Herausforderungen
in der Live-Produktion vor, darunter Remote Pro-
ductions und vernetzte Standorte. Als Beispiel
nannte er unter anderem die DFL und den Bereich
der amerikanischen Baseball League.

RIRIEDEL
Yortbereich

Deutsche FuBball Bundesliga

/e

Michael Kemkes (Bild: Angela BUnger)

Arnd Paulsen (Dolby Germany GmbH) sprach
Uber die Implementierung von Serial-ADM in ST-
2110-Infrastrukturen, was die nahtlose Ubertra-
gung und Verarbeitung von Audio- und Videome-
tadaten ermdgliche, und betonte die Vorteile fur
Kreativitét und Effizienz in der Audioproduktion. Fa-
bian Seipel (ailcoustics) présentierte Ki-basierte
Sprachverbesserungsmodelle.
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Dadurch soll Sprachqualitét durch die Beseitigung
von Artefakten und Hintergrundgerduschen deut-
lich verbessert werden. Priska Merbitz-Zahradnik
(HdM) untersuchte in ihrer Studie zur Wahrneh-
mung von grafischen Einblendungen in HDR die
Helligkeitsprdferenzen der Zuschauer und zeigte,
dass HDR-Inhalte eine breite Palette von Hellig-
keitsstufen erfordern, um optimal wahrgenommen
zu werden.

« Graphic.
Station logo (top right)

154.9 cd/m*

13596 cd/m®  « Darkest grading of the entire study: 3.46 cd/m

Priska Merbitz-zahradnik (Bild: Angela Bunger)

Das abschlieBende Get-Together in der Firmen-
ausstellung bot nicht nur die Méglichkeit, UGber die
im Laufe des Tages présentierten Themen zu dis-
kutieren, auch der Nachwuchs war beim Q&A mit
Sonja Langhans und Alexandra Maier gefordert,
Fragen zu stellen.

Sonja Langhans und Alexandra Maier (RISE) wéhrend
des Q&A

Fazit

Der zweite Tag der 30. FKTG Fachtagung beleuch-
tete aktuelle Entwicklungen in der Anwendung von
Kunstlicher Intelligenz (K1) in der Medienproduk-
tion. Dabei standen verschiedene Einsatzbereiche
im Fokus, darunter die Automatisierung von Con-
tent-Erstellung und -Personalisierung. Ein weiteres
zentrales Thema war der Status Quo und der Aus-
blick der 5G-Technologie im Mobilfunksektor. Ex-
perten beleuchteten die Potenziale von 5G fur die
Medienbranche, unter anderem in Bezug auf
Streaming-Dienste und die Verbesserung der
Ubertragungsqualitdt. Zusdtzlich wurden die The-
men High Dynamic Range (HDR) und fortschrittli-
che Audio-Technologien diskutiert. Zu guter Letzt
konnten die Teilnehmenden mehr Gber innovative
Produktionsworkflows erfahren, welche die kiUnf-
tige Arbeit im Medienbereich mafgeblich mitpra-
gen koénnten.

Vortrége im zweiten Saal (Bild: Rainer Schafer)

FKTG Journal
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Mittwoch, 5. Juni

Der finale Tag der FKTG Fachtagung spann den
Bogen Uber Einrichtung und Betrieb von Cloud-
und IP-Infrastruktur in den unterschiedlichsten
Szenarien und damit verbundene Sicherheitsas-
pekte Uber das Thema Virtual Production bis hin

zur Nachhaltigkeit.

Cloud und IP - hybride Infrastrukturen, Her-
ausforderungen und Cybersicherheit

Die Vortrége im ersten Teil des Themenblocks
Cloud und IP behandelten verschiedene Aspekte
der digitalen Transformation und der hybriden
Cloud-Lésungen in der Medienbranche. Tobias
Claus (Telestream) beleuchtete die Herausforde-
rungen und Lésungen bei der Migration zu hybri-
den Systemlandschaften und cloudbasierten Pro-
duktionsprozessen, besonders im Bereich Infra-
struktur, Ingest, Postproduktion und Qualitétskon-
trolle. Andreas Fleuter (BCE) stellte die Integration
von On-Premise-Infrastruktur mit Public-Cloud-
Anwendungen vor, die in der Remote-Produktion,
etwa bei der franzésischen FuBballliga far AWS
Prime Video, und im Cloud Playout, wie bei RTL
Hungary, genutzt werden. Fabian Réttcher und Oli-
ver Gorst (Studio Hamburg MCI) diskutierten die
Vorteile modularer und dezentraler Produktions|é-
sungen auf ST2110-Basis, die eine flexible und kos-
teneffektive Produktionssteuerung ermoglichen
sollen. AbschlieRend verglich Andreas Lauten-
schlager (netorium AG) die Technologien SMPTE
2110 und NDI hinsichtlich ihrer technischen Unter-
schiede, Bandbreitenanforderungen, Betriebskos-
ten und Investitionssicherheit, um Vor- und Nach-
teile in praxisnahen Szenarien aufzuzeigen.

Michael Schultheiss und Felicia Néhrig mit Moderato-
rin Sonja Langhans (Bild: Stefanie Kriesten)
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Im zweiten Teil des Themenblocks rund um Cloud
und IP ging es vor allem um die mit IP-basierten
Netzwerken einhergehenden Herausforderungen
und geeignete Sicherheitsmalnahmen. Pascal Ertl
(Lang AG) erlauterte den Ubergang von klassi-
scher Baseband-Infrastruktur zu IP-Netzwerken,
hier besonders SMPTE ST 2110, und die speziellen
Anforderungen fur tempordre und mobile Installa-
tionen bei Veranstaltungen. Georg Lenzen (LTN)
sprach Uber die wachsenden Anforderungen an
die VideouUbertragung und wie das LTN-Netzwerk
globale IP-basierte Ubertragung mit hoher Zuver-
I&ssigkeit und geringer Latenz ermoéglicht, wéh-
rend Alexander Heidler (Microsoft) betonte, wie
notwendig es sei, vor allem KI-Systeme vor unbe-
fugtem Zugriff zu schitzen. AbschlieRend présen-
tierten Felicia Néhrig und Michael Schultheiss (Evi-
den Germany GmbH) Best Practices im Bereich
Cybersicherheit und gingen auf das I1SO 27001-
Update zur Informationssicherheit fur Medienun-
ternehmen ein und wie sie ihre Sicherheitsstrate-
gien stdrken und sich auf aktuelle Bedrohungen
vorbereiten kénnen.

Virtual Production in Forschung und Praxis

Die Vortrdge im Themenblock Virtual Production
boten einen umfassenden Einblick in aktuelle Ent-
wicklungen und Herausforderungen der Technolo-
gie. Malte Schulz und Sarah Rotter (CreatiF Center
der HFF Munchen) diskutierten die Herausforde-
rungen bei der technischen Planung und Integra-
tion eines On-Set Virtual Production (OSVP) For-
schungssystems. Dieses System soll sowohl fur die
Forschung als auch fur die Lehre genutzt werden
und muss den hohen Anforderungen der szeni-
schen Kinospielfilmproduktionen gerecht werden.
Sie betonten die Notwendigkeit einer flexiblen Kon-
figurierbarkeit und hohen Prdzision der Synchroni-
sation aller Komponenten. Claus Pfeifer von Sony
Europe B.V. erlduterte die Vorteile und Herausfor-
derungen der Virtual Production, insbesondere In-
camera-VFX (ICVFX) und Multicam-Virtual Pro-
duction (VP). Er beschrieb die notwendigen Kom-
ponenten und Signalflusse, stellte Vor- und Nach-
teile verschiedener Losungsansdétze gegenUber
und ging auf Umweltaspekte sowie zukunftige Ent-
wicklungen ein.
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Sarah Rotter und Malte Schulz

stefan Soéliner (Arri) thematisierte die Farbkorrek-
tur bei der Nutzung von LED-Wd&nden in der Film-
produktion. Er erkldrte, wie Bildinhalte auf Displays
so korrigiert werden mussen, dass sie flr den spé-
teren Betrachter korrekt dargestellt werden. Dabei
wurden die Unterschiede zwischen den spektralen
Empfindlichkeiten des menschlichen Auges und
eines Bildsensors sowie die Notwendigkeit einer li-
nearen Bildreproduktion betont.

Steffen Gunther und Laura Amaro (Fraunhofer
HHI) présentierten innovative Anwendungsbei-
spiele von 360°-Video in hybriden Veranstal-
tungsformaten. Sie beschrieben die technische
Umsetzung und die Integration in bestehende
Plattformen, die eine kostengunstige und realisti-
sche Alternative zur vollstindigen 3D-Nachmo-
dellierung bieten. Anwendungen umfassen
Raumtouren, Raumdesign und die Interaktion mit

Exponaten in hybriden Formaten.

Za Fraunhofer

Steffen GUnther und Laura Amaro

Grun produzieren und streamen

Das Thema Nachhaltigkeit hat léngst auch die
Medienbranche erreicht und wurde auf der
30. FKTG Fachtagung mit einem eigenen Pro-
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grammpunkt bedacht. Eric Lesage (Eviden Ger-
many GmbH) befasste sich mit der Bedeutung di-
gitaler Plattformen far die transparente Darstel-
lung von NachhaltigkeitsmaRnahmen. Am prakti-
schen Beispiel eines Kunden, der seine CO2-Bilanz
bis 2030 um 30 Prozent senken will, zeigte er, wie
die Plattform »EcoDesignCloud« Medienunterneh-
men dabei helfen kann, den 6kologischen FuRab-
druck zu verringern. Thomas Pister (LOGIC media
solutions) behandelte die hybride Medienproduk-
tion in der Cloud und analysierte kritisch deren
Nachhaltigkeit. Es wurden serviceorientierte Medi-
enarchitekturen und bereits realisierte cloudba-
sierte Projekte vorgestellt, etwa der Produktions-
workflow fur die Ubertragung der EFL. Dabei wurde
darauf eingegangen, wie sich Prozesse, Arbeits-
weisen, Budgets und Sichtweisen dndern mussen,
um solche Projekte erfolgreich umzusetzen.

Claudia Kraus (KlimAktiv GmbH) diskutierte die
Moglichkeiten, CO,-Emissionen durch grine Pro-
duktionsmethoden in der Film- und Medienbran-
che zu reduzieren. Der Vortrag betonte die Not-
wendigkeit von Datenanalyse und Kommunikati-
onsmaBnahmen, um den Wandel zu nachhaltiger
Produktion zu unterstltzen. Zudem wurden die
technischen und regulatorischen Entwicklungen
sowie Okologische Standards vorgestellt. Peter
Pogrzeba (Deutsche Telekom Innovation Labora-
tories) stellte abschlieBend das Projekt »Green
Streaming« vor, das energieeffiziente Lésungen fur
die gesamte Wertschépfungskette des Video-
Streamings entwickelt. Neue Analyse- und Mess-
werkzeuge die Video-
Streamings bewerten und den CO2-Verbrauch
vollsténdig bilanzieren, um eine nachhaltige Be-

sollen Effizienz des

reitstellung von Streaming-Inhalten zu gewdhr-
leisten.

Itbundesamt (UBA)

N = ONINE

y nordmedia
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Claudia Kraus (Bild: Angela Blnger)
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DTVP: Verschmelzung von Linear TV und IP
im Fokus

Das Programm am Mittwochnachmittag entstand
in Kooperation mit der Deutschen TV-Plattform
und umfasste Schwerpunkte aus den Arbeits-
gruppen der DTVP. Im Mittelpunkt stand dabei die
weitere Verschmelzung von linearem TV und IP.
Frank Heineberg (RTL Deutschland) sprach Gber
Addressable TV (ATV), das malgeschneiderte
Werbung fur spezifische Zielgruppen ermoglicht
und auf offenen Standards wie HbbTV basiert. An-
dreas Tai (SWR) hob die Herausforderungen der
Barrierefreiheit in der vielfdltigen audiovisuellen
Medienlandschaft hervor und betonte die Not-
wendigkeit der Zusammenarbeit zwischen Inhal-
teanbietern, Plattformbetreibern und Gerdateher-
stellern, um Barrierefreiheit zu gewdhrleisten. Einen
wichtigen Beitrag dazu leistet auch der neue Stan-
dard DVB-I, der die Verteilung von IP-basierten
TV-Diensten standardisiert. Remo Vogel (rbb)
blickte zurtck auf bisherige Projekte, erluterte den

Austausch In den Pausen (Bild: Rainer Schafer)

FKTG Journal

aktuellen Stand sowie zukUnftige Perspektiven die-
ses Standards.

Damit ging die 30. FKTG Fachtagung zu Ende. Beim
Wrap-up der Veranstaltung wies Sonja Langhans,
2. Vorsitzende der FKTG auf die vielseitigen The-
men hin, die wéhrend der drei Tage auf dem Pro-
gramm standen. Es sei praktisch unmaglich, ein-
zelne Highlights herauszustellen, denn diese kénn-
ten, je nach Interesse jedes einzelnen Teilnehmen-
den, véllig unterschiedlich ausfallen. Wie sich die
in Mainz diskutierten Themen bis zur ndchsten
Fachtagung in zwei Jahren entwickeln, bleibt offen.
Es ist aber davon auszugehen, dass uns einige
auch dann noch bis dahin und darutber hinaus be-
gleiten werden.

Autorin: Angela Bunger

(Alle Bilder ab Seite 63 falls nicht gesondert erwdhnt:
Joachim Dickmeis)
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> Regional- und Landesgruppen aktuell

Regionaltagung in Bonn, erster Stammtisch der Regionalgruppe Nord-West

in Hamburg sowie Vortrag zum Thema Kl und Sprachqualitét in Berlin

Neben dem Besuch der Regionalgruppe Min-
chen bei der HFF - Hochschule fur Fernsehen
und Film Munchen (ausfuhrlicher Bericht siehe
FKTG-Journal 1/2024) fand im Mdrz noch eine
Regionalveranstaltung  statt.
12. M@rz Iluden die Leiter der Regionalgruppe

weitere Am
KéIn, Benedikt Krénung (Riedel Communica-
tions) und Thomas Wildenburg (Qvest GmbH),
zur zweiten FKTG-Regionaltagung ein. Trotz
Bahnstreiks fanden rund 30 Teilnehmende den
Weg zu Qvest in Bonn.

Zundchst gab es von den FKTG-Vorstandsmit-
gliedern UIf Genzel und Jan Bohacek weitere In-
formationen rund um das FKTG-Journal sowie
die ndchsten Veranstaltungen der FKTG. Da-
nach hatte Gastgeber und Geschdftsfuhrer der
Qvest GmbH Konstantin Knauf das Wort, der das
Unternehmen kurz vorstellte.

Im ersten Impulsvortrag des Abends zeigte Jan
Krusch (WDR) unter dem Titel »Live IP —
Broadcast und Rechenzentren« Wege hin zu
ST2110 auf. Patrick Steinert (Qvest Digital AG)
stellte unter »Navigating the Digital Landscape
- Al and Cloud Solutions in Media & Entertain-
ment« konkrete Schritte zur Umsetzung von KI-
L6sungen in Produktionsumgebungen vor.

Mit dem Thema Kl ging es auch am 4. April bei
der Regionalgruppe Berlin-Brandenburg weiter.
Fabian Seipel (TU Berlin bzw. ailcoustics) refe-
rierte zum Thema »Sprachqualitét und KI. Wie
KI-Algorithmen die Sprachverarbeitung revolu-
tionieren.« Darin ging es um die Entwicklung von
Sprachverbesserungsmodellen auf Basis von K,
etwa um Hintergrundgeréusche oder Hall- und
Raumresonanzen zu minimieren. Wer den Vor-
trag verpasst hatte, konnte Fabian Seipel auch
wdhrend der FKTG Fachtagung in Mainz erleben.
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Konstantin Knauf, Qvest GmbH (Quelle: UIf Genzel)
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Zum ersten Regional-Stammtisch im hohen
Norden begruBten die neue Regionalleitung Kim
seidler (Eviden Deutschland GmbH), Fabian
Rottcher (MCI) und Jan Schmidt (NDR) am
26. Juni. Im informellen Rahmen diskutierten die
Teilnehmenden Uber Medientechnik, Fake News,
Sicherung von Medienfiles gegen Manipulation,
KI und so viele weitere Themen.

Und auch aus der Landesgruppe Osterreich gibt
es Neuigkeiten: Ab sofort hat Karl Noébauer
(ORF) die Leitung Ubernommen.

Die néchsten Termine der FKTG-Regional- und
Landesgruppen

Nach dem erfolgreichen Neustart steht auch
der Termin fur den ndchsten Stammtisch der
Regionalgruppe Nord-West schon fest: Am
28. August um 18:30 Uhr. Die ndchste Regional-
tagung der Regionalgruppe Kélin ist fur Oktober
2024 geplant. Ort und genaues Datum werden
rechtzeitig bekanntgegeben. Alle aktuellen Ter-
mine der Regional- und Landesgruppen sowie
Online-Seminare und Présenzveranstaltungen
der FKTG finden sich unter:

https:/ [fktg.org/fktg-online-seminare-und-
praesenzveranstaltungen

Autorin: Angela Bunger

Die Teilnehmenden des ersten Regional-Stammtischs in Hamburg (Quelle: Kim Seidler)
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> Wechsel der Geschaftsfihrungen in der FKTG

Ralph Zahnder wird neuer Geschdftsfiihrer der FKTG. Niclas Genzel-Rudhof
lenkt kiinftig die Geschicke der FMS.

Ab dem 1. Juli wird es in der Geschd&ftsfUhrung
der FKTG Gesellschaft fur elektronische Medien
(FKTG) und der FMS FKTG Medien und Services
GmbH (FMS) personelle Anderungen geben:
Ralph Zahnder wird neuer GeschdaftsfUhrer der
FKTG. Niclas Genzel-Rudhof lenkt kunftig die
Geschicke der FMS. Beide waren bereits im Rah-
men der letzten FKTG Fachtagung im Einsatz, wo
Zahnder die Foérderfirmenausstellung koordi-
nierte und Genzel-Rudhof die Koordination der
Tagung verantwortete.

Ralph zahnder (Foto: privat)

Mit Ralph Zahnder gewinnt die FKTG einen Bran-
chenexperten, der seit Uber 30 Jahren im
Broadcastumfeld tdtig ist. Nach seiner Ausbil-
dung blieb er bis 2021 dem Institut far Rund-
funktechnik (IRT) treu. Nach Stationen im Be-
reich CAD fur Buhnenbildgestaltung und Com-
puteranimation war er seit 2003 als Projektleiter
Eventmarketing und Messe-Management und
arbeitete im Rahmen der Organisation von
Symposien und Inhouse-Messen mit dem Team
IRT Offentlichkeitsarbeit zusammen.

Niclas Genzel-Rudhof war nach seiner Ausbil-
dung zur Fachkraft far Veranstaltungstechnik
und erster Erfahrung als Projektleiter bei der Ve-
Iten GmbH seit Jahren als selbststéndiger Ver-
anstaltungsspezialist fur die die technische und
organisatorische Planung von Corporate Events
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und Messen tétig und wird die FMS in diesem
Bereich wirkungsvoll fUhren.

Niclas Genzel-Rudhof (Foto: privat)

Ralph Zahnder und Niclas Genzel-Rudhof tUber-
nehmen die GeschdftsfUhrung von Jurgen
Burghardt, der nach zwoélf Jahren im Vorstand
der FKTG zehn Jahre lang Geschdftsfuhrer der
Gesellschaft war und die FMS als Dienstleis-
tungsgesellschaft der FKTG erfolgreich etabliert
und sieben Jahre lang geleitet hat.

»Jurgen Burghardt hat die FKTG und die FMS
jahrelang mit groBRem Engagement begleitet
und ihm gilt unser aller Dank. Wir freuen uns
sehr, mit Ralph Zahnder und Niclas Genzel-Rud-
hof zwei Persénlichkeiten zu gewinnen, die nicht
nur das fachliche Know-how mitbringen, um die
FKTG und die FMS weiter nach vorne zu bringen,
sondern auch die Branche kennen. Das hat uns
bereits die erfolgreiche FKTG Fachtagung ge-
zeigt,« so Prof. Dr. Rainer Schdfer, 1. Vorsitzender
der FKTG.

»Die FKTG profitiert als Netzwerk und auch in der
téglichen Zusammenarbeit von einer vielseiti-
gen Teamstruktur, sowohl was den beruflichen
als auch persoénlichen Hintergrund angeht. So
kénnen wir uns den zukunftigen Herausforde-
rungen bestmaéglich stellen,« ergdnzt Sonja
Langhans, 2. Vorsitzende der FKTG.

Autorin: Angela Bunger
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> Dank an Jargen Burghardt

Laudatio von Prof. Dr. Rainer Schdfer, 1. Vorsitzender der FKTG

Jurgen Burghart (Credit: Milton Arias)

Unser langjahriger Geschdaftsfihrer Jurgen
Burghardt hat sich dazu entschlossen, sich aus
der aktiven Gestaltung der FKTG zurlckzuziehen
und sich anderen, hoffentlich weniger arbeits-
reichen Aufgaben in einem weiteren Lebensab-

schnitt zu widmen.

Seit ich die FKTG kenne - und das ist auch
schon eine lange Zeit - ist Jurgen Burghardt far
mich ein verl@sslicher Représentant der Bran-
che, zundchst als Firmenvertreter auf den Ver-
anstaltungen, dann als Mitglied, spdter als Vor-
standsmitglied und schlieBlich als Geschdfts-
fahrer.
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Seit 2002 im Vorstand

Jurgen Burghardt ist seit dem 1. Mai 1993 Mit-
glied der FKTG und war drei Wahlperioden von
2002 bis 2014 im Vorstand aktiv.

Far 2014 lieR er sich dann nicht mehr zur Wahl
aufstellen, weil schon erkennbar war, dass der
amtierende Geschdftsfuhrer Gerhard Bergfried
einen Grofteil seiner Aufgaben abgeben wollte.

Er bereitete dann die Fachtagung 2014, hier be-
sonders die Firmenausstellung, bereits in neuer
Funktion als »Projektbeauftragter der FKTG« vor
und Gbernahm dann kurz nach dem offiziellen
Wechsel des Vorstands ab 30. Juni 2014 die
Aufgabe des Geschdftsfihrers von Gerhard
Bergfried, der weiterhin die Mitgliederverwal-
tung betreute.
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Zehn Jahre Geschaftsfiihrer

Diese Aufgabe als Geschdftsfuhrer der FKTG
wird JUrgen Burghardt nun zum 30. Juni 2024 -
also exakt nach zehn Jahren — abgeben.

Er Gbernahm wdhrend dieser zehn Jahre nicht
nur die GeschdftsfUhrung der FKTG, sondern
rund zwei Jahre spdater zusétzlich auch die Ge-
schdaftsfuhrung der kommerziellen Tochter FMS
FKTG Medien und Services UG (FMS), die auf Be-
schluss der Mitgliederversammlung vom 9. Mai
2016 schlieBlich am 1.
wurde. Zwischenzeitlich wurde diese Aufgabe

Juli 2016 gegrundet

am 1. August 2021 dann von Oliver Helfrich Uber-
nommen. Nach dessen Ruckzug aus externen
Grunden Ubernahm Jargen Burghardt ab 1. Ok-
tober 2022 dankenswerterweise erneut die Auf-
gabe des GeschdftsfUhrers in der FMS, die er
ebenfalls zum 30. Juni 2024 abgeben wird.

Begleitung von vier Vorsitzenden

Wdahrend seines aktiven Engagements meis-
terte er eine Reihe von Herausforderungen, und
damit ist nicht nur gemeint, dass er die Vorsit-
zenden Prof. Breide und Prof. Ruelberg acht und
vier Jahre im Vorstand und Prof. Foessel und
nun auch mich acht und zwei Jahre begleiten

durfte - und sicher oft auch »erdulden musste«.

Gerade die letzten Jahre waren mit einer Fulle
von Herausforderungen gespickt: das komple-
xer werdende Management der Webseite und
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der involvierten Personen, der schon genannte
Aufbau der FMS mit dem Wechsel der Ge-
schdaftsfihrung, die Corona-Pandemie mit der
mehrfachen Verschiebung der jeweils fast fertig
geplanten Fachtagung zum 100-jéhrigen Jubi-
ldum der FKTG, den Aufbau der Online-Semi-
nare, die Planung der Kooperation mit dem Ver-
lag Schiele & Schén und dessen Insolvenz, sowie
in diesem Jahr die Koordination zum kurzfristi-
gen Aufbau des FKTG-Journals.

Herzlichen Dank

Lieber Jurgen, Deine Zeit als Geschdftsfuhrer fiel
wahrlich in keine leichte Zeit. Meist haben Vor-
stand und Vorsitzende von Deiner Arbeit »ge-
merkt, dass sie (fast) nichts merken« — ein Zei-
chen, dass Du alles immer wohlgeordnet im
Griff hattest.

Du hast Dir Deinen selbst gewlnschten Rickzug
in die hoffentlich entspanntere néchste Lebens-
phase damit nun wirklich verdient.

Die FKTG dankt Dir hiermit fur bisher mehr als
31 Jahre Mitgliedschaft, zwélf Jahre Vorstan-
dardstatigkeit,
Fachtagungen, knappe sieben Jahre als Ge-
schaftsfUhrer der FMS, und zehn Jahre als Ge-
schaftsfuhrer der FKTG!

die Organisation von sechs

Ausgabe 2 | 2024









